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Investigation of the application of computer techniques to the analysis
of the syntactic and semantic structure of natural language was begun in
February 1960 under Air Force Contract AF 30(602)-2185. The project began
with an investigation of the structure of an artificial language suitable for
storage and retrieval of information (see First Quarterly Report, May 1, 1960),
but turned immediately to the development of routines for the analysis of
English preparatory to any translation of natural language materials into an
artificisl language, Since it was deemed an essential feature of any artifi.
cial language that each sentence should consist of a single subject and a
single predicate, work was started early on clause boundary marking routines,
work which has oontinued until the present; many successive routines have been
hand-tested, and several programmed (currently for the IBM 709). In order to
test such routines a taped corpus was essential; for this purpose the book
Planet Earth by Karl Stumpff (Ann Arbor, 1950) was completely key-punched and
taped, For further work on scientific Ehglish, an additional corpus of 45
articles (five each for the fields of Mathematics, Physics, Astronomy, Agriculture,
Geology, Chemistry, Engineering, Biology, and Medicine), totaling about 120,000
words, was selected by standard randomizing procedures under the direction of
Professor Douglas Ellson of the Indiana University Psychology Department., A
1ist of these articles in presented in Appendix XVII, Since the routines have
not yet been adequately checked out on the preliminary corpus, this random
corpus has not yet been punched,

Since any syntactical routines (including clause bracketing) required
detailed form-class information on all words in the text.‘ a complete dictionary

of Planet Earth was prepared with form-class informatlion coded for each entry,
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As the routines have changed, the coding requirementp have also been revised,
and we are not prepared to state that our present coding is even yet all that
is needed,

Since two of the requirements of an artificial language was originally
judged to be minimum vocabulary (elimination of synonyms and derivatives) and
antomatic coding of as many words as possible, work was also begun early on a
suffix.stripping routine which would automatically convert such words as
"fmclus;on“ into "include + N abstract" with all the codings automatically
attachaﬁle to words formed with this suffix, (See Third, Fourth, and Fiftf
Quarterly Reports.) Work on this portion of the project has been temporarily
shylved to deal ws.th higher-priority projects; but it is hoped that eventually
this can ve taken up ard prefixes (such as un-, re-, etc,) also dealt* with in
a similar manner. A much reduced and altered version of the affix routines
has, however, beon developed for use with the clause routines and the ambiguity
routines, The need for these latter routines was also seen very early; since
formwclass assignments are required for cladse-bracketing, and since many such
assigmments are ambiguous in English, routines were developed, and have been
constantly improved, for eliminating such ambiguities,

To prepare the way for improvement of our suffix routines, the need was
felt for a more complete reverse-alphafietized dictionary than was available
in Walker!s Rhyming Dictionary (the only published lexicon with this arrange-
ment) and a program was written (and is available) for the reversing of
Merriam-Webster!s New Collegiate (1959), and five print-outs of this alphabet-
ization were made (of which two have been forwarded to RADC)., This work was
done before the similar project carried on at the University of Pennsylvania,
and it is believed that the two dictionaries in large measure complement
each other,
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Abstract

Under the title Automatic Language Analysis (origimally Automation of
9.0&'_1_&___&) ressarch has been directed towards the development of a
device which would process and stors completely unedited English language
texts and print out answers to questions regarding thgso texts presented to
it in their naturel language form, M‘lb apprgach faollemd requires that the
computer itself syntactically analysh input text in order to comvert it into
-a special form called FLEX, which p:eunu enly that syntactic information
with is wseful for data retrieval purposes, In their FLEX forms sentences
can be compared to determine the degree of their relationship to each other
in respect to both word-meaning and propositionsl meaming, A high correlation
between a text sentence and a question wiuus that the text sentence is
a relevant answer,

The problems of oconstruction a device of the kind prﬂpo.sed are discussed
in some detail, The repet also describes an approsch to tho‘ mechanical
analysis of language. It also contains an account of s version of FLKX
and of certain preliminary experiments in weighting syntactic m!qultion.
The fourth section briefly lists the conclusions and recesmendations, both
positive and negative, which may be drawn from the work of the project.
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Gene Discussion

The work reported upon here is intended as a contribution to the study
of the problem of direct communication between men and computers through the
medium of natural language. It deals with the design of a device which would
efficiently store a large body of data fed into it in the form of completely
unedited natural language texts, and answer any question posed to it in
natural language regarding these texts. The construction of programs to carry
ait eertain procedures which would form a necessary part of the operation of
such a device arel described in some detail, It could be agreed that, as they
stand, these procedures - indeed, the choice of certain of these procedures
for development rather than others - represent fairly deastic compromisesthen
compared with what might be regartied as the ultimate_ goal in this field of
research, This is true, The model described here is intended to satisfy the
minimum requiremsnts that a priori can be demanded of such a device if it is
not to produce insignificant results, Its purpose is mainly heuwristic.
Lacking such a device it seems difficult, if not impossible, to see how better
results could be obtained, Its relization would establish a context in which
empirical experiments could be conducted. BExamination of the results , of these
experiments would suggest the best ways in which improvements could be made.

The approach followed differs in certain important respects from other
information retrieval experiments, While obviously having much in common with
mechanical document retrieval systems it differs from them in aiming at entirely
dispensing with the human abstracter who prepares a specially organized text
which is then translated into a machins language for transmission to the com~
puter; documsnts are retrieved through the recognition of certain key words or
of a combination of key words occurring the the stored abstract and the infor-

mation request,



Although sharing many of the problems encountered in developing
techniques for the production of mechanical abstracts it differs from this
work particularly in the matter of scope., The intention here is to enable
the :achine not to select from a text those parts which, in accordance with
certdin built-in criteria, are rated as most significant, but to handle the
whels text. This would remove the risk of the total loss of some information
dus to the machine having to act under the limitation of restrictive
pre=judgments eoncerning what is to be considered important in certain Rinds
of texts - somehing which must obviously change with different people and
different times, It also means that a very much higher standard of pre .ision
can eventually be expected. The computer will not merely supply a list of
references to documents which contain data relevant to a particular request
for information, If problems of storage space oan be overcome the machine
should be able to print out the actual date itself, Failing this is should be
able to nrovide something as precise as page and line references.

Without ceasing to be useful for information retrieval purrgees the computer
can become a "question-answerert?,

An automatic question-answerer, Baseball, is already in operation at
M, I. T.] The computer stores information from a restricted field (the date,
place and score of every game played in the American League in 1959) fed into
it in the form of a special machine language. Questions regarding this datas,
phrased in natural language (English) and ranging over a fairly wide degree
of lexical and syntactical variety, are automatically answered, The outstanding
feature of the device is its capacity to carry out quite complex proocedures which
enable it to answer questions of a considerable degree of complexity,

A question like, "Is it true that every team played at least once in each
ball-park during the month of August?” for example, In this martiocular

1. See'Baseball: An Automatic Question-Answerer!, Bert F. Oreen, Jr., Alice K, Wolf,
Carol Chamsky, and Kenneth Laughery Proc, WJCC, Los Angeles, Calif. May 9-11, 1961
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respect Baseball goes beyond the kind of device proposed here., It
differs from it also in twp other respects, First, although the machine

automatically processes the questions put to it, the date it stores is fed into
it in an already processed form, Second, the data :llt. operates up&n is of
a very speclal kind, The model for the devioce appears to be a quiz-compgtitor.
The machine answers rightly or with "don't know". The device we propose is
modelled updn nore usual human behavior. Under ordinary ciroumstances the
giving of a direct answer to a qugstion is fairly unusual, More typical is
the phenomenon psychologists call Manswer by wAWMAr#li*. That is to say,
when questioned one tends not to answer the questioner direstly but by
presenting hin with the information’at ons's disposal which ssems most germane
to his query., It is this facility £Mt we wish the computer to simidate.
The advantages of building this capacity into an information=retrieval
device and the difficulties of accomplishing this aim are now discussed,
Consider the case of a computer with the following sentences stored in its
memory: (1) The boy hits the ball and (ii) The girl drinks the coffee. It is
desired to program the computer in such a way that in response to the question
Does the boy hit the ball? Sentence (i) and not Sentence (ii) will be
printed out, It is assumed that no system of labeling Sémwtences is to be
employed., The machine is to interpret the question itself as an instruction
to search the memory for the sentence which )natches it most closely. The
question provides a pattern the elements of :rhich are the individual words,
A search is initiated for patterns which coinecide with that contained in the
question, This is the simplest information retrieval situation involving a
natural language text amd i natural language question. Notice that already
we have to allow for a certain degree of tolerance in matching patterns, If
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only exaet matches are to be accepied then Senﬁzce(i) will not be retrieved
since it contains one less Wl;d (also a different punctuation mark if these are
‘to be counted). This must obviously be allowed to:;. We would wish sentences
like (111) The boy hits the ball hard and (iv) The boy hits the ball every time
to be retrieved in response to this question if they formed part of the
corpus, Notice also that the sentences (v) The boy never hits the ball
and (vi) The boy did not hit the ball would also be considered significant
. anmrﬁ. In matching patterns the occurr@oe of negative elements can be
1gn9red. Negative answers are as likely to be relevant as positiﬁ anayers,
A failure to retrieve any answer at all is to be interpreied aQ #don't know®”, not
"not,

Now consider a slightly more complicated situatioﬁ. We substitute for
Sentence (1) Sentence (vii) The boy strikes the bsll. The same question
is posed, If wo specify that i is the sentence which offers the closest match
that is to be choéen Sentence (vii) will be printed out and not Sentemee (ii).
But now the notion of tolerance has to be considerably extended. Tho matech is
made on the recognition of the common pattern The boywe-the ball. This would
mean that the séntence (vii1) The boy kicks the ball (ix) The boy avoids the
~bell and (x) The boy recopnizes the ball if added to the corpus would be
retrieved at exagtly the same time as Sentence (vil), Yore disturbing still,
it (x1) The boy enjoys the ball is added to the corpus it too will be retrieved
as a relevant answer,

It seems then that The boy--~the ball cammot be regarded as a sufficiently
well-defined pattern for its occurrence in the question sentence and the
corpus sentence to be taken as a criterion for the retrieval. This decision
prevents th§ noise sentences being printed out, It still leaves the problem of
retrieving Sentence (iii) which on all counts is a relevant answer to the

question,
ol



The solution adopted demands that strike be considered as being an
element of the same type as hit, There is, of course, strong intuitive
motivation for this, The notion is reflected, though perhaps not very
precisely, by an entry in a thesaurus - a list of words all substitutable for
at least one other word in the list in some context or other. We have postponed
discussion of the important question of the construction of a thesaurus
for purposes of information retrieval frow maturii . language. For the moment
we assume that the computer is also supplied with a dictionary and that
against each entry is a list of numbers corresponding to those heading
thesaurus entries in some standard work like Roget's Thesaurus, A lock-up
routine now reveals that hit and strike have an identical entry. The question
sentence and Sentence (vii) are now treated as sharing the same three-element
pattern. Sentence (vii) is chosen and the rest rejected.

Identical listings in a thesaurus are rare and in an ideal thesaurus
probably non-existent, On the other hand partial overlappings are frequent,
It is reasonable to suppose that the words hit and kick, for example, would
occur together in at least one thesaurus cluster. An extension of the present
method would interpret the S°°°*Y1%%r this overlap as indication that kick
also fi11s out the pattern but in a less exact mamner. So that The boy kicks
the ball is printed out in response to the question Does the boy hjt the ball?
but only after The boy strikes the ball has already been retrieved. These
machine responses can be equated to the replies "Yes® and "No, but he kicked it",
The point is that the second of these might be relevant information. Whether
it actually is or not can only be decided by the operator, not the machine,

A further improvement is suggested by the observation that in Roget's
Thesaurus the principle of arrangement is such that a 1list of terms comprising

-5



one entry is likely to be immediately followed by one made up of a list of
their opposites, The fact that a negative answer is likely to be as relevant
as a positive one suggests that in some cases adjacent clusters should be
merged. This would bring hit and miss together in the same cluster, and since
it can be assumed that miss and avoid also oocur in the same 1list, this
extension of the notion of negative responses means that Sentence (ix) will also
be printed out.

Let us assums that each tims the machine recognises a match between the
lexical items in a question and those in a stored sentence it makes a simple
computation, Let us say thatil scores 1 for a full match hit: Hit or Hit:
Strike and 4 for a partial matoh hit: kick, hit, avoid. The search for matches
now produces a rough kind of oxdering of the sentences in the oorpus in terms
of their relevance to the question. Ignoring words such as definite articles
which occur in no thesaurus entries Sentences (i) and (vii) score 3,

Sentences (viii) and (ix) 2%, Sentences (x) and (xi) 2 and Sentence (ii) O,

If the program were designed in such a way as to ensure that the sentences were
printed out in descending order there woild be no need to decide beforehand on
a cut-off point, i.e. a score Welow which no sentence is printed out. Once the
operator observes one sentence in the print-out that he regards as irrelevent
he can stop the production of output on the assumption that the rest of the
information contained in the corpus is irrelevant to his particular need.

Increasing the number of potential matches by associating with each word
a 1ist of thesawrus entries does not remove all the problems, In fact it
introduces new problems, Consider the Sentences (xii) The well-behaved girl

sips her coffee and (xiil) Coffee is good to drink and the question Does the
Young lady dring coffee? Computing matches in‘he .ay previously suggested
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we find that both text sentences make the same soore (xii) (young) lady:
girl=d, sips: drinWe} coffee: coffee 1 Total 2, (xiii) coffee: coffeesl: dwimk:
drinle]l Total 2, Thus although the system enables (xii) which has only ome
exact match to score the same as the irrelevant(xiii), which has twe, it
fails to establish any priority for its retrieval It also means that the
noise sentence (xiv) A taste for 1iquid honey is characteristic of immatwre
female bears, where taste, liquid, immature and female all score 4 points,
would also be retrieved, The difficulty cannot be overcome by meking a rule
that matching patterns must not only contain the same words but the same words
in the same order. One would obviously want te retrisve (9) Coffee is drunk
by all well-bred young ladies, which would be rejected by Quch a rule,

To overcome this difficulty we advance the NWypothesis that the lack of
discrimination in the information-retrieval -*um so far developed arises
from the fact that they utilise only semantie mtomuou’am fai) completely
to make use of syntactic information. They fail %0 recognise that (to put it
the slmplest fashion possible) Semtemce (xi1i) is %sbowt? ceffee and % relationship
to drinking, It is reasonable to claim that this is xﬂ.ochd in the statement
that (to use the moet neutral grammatical terminology available) the subject
of (xii) is gir], while the sulffect of (xv) is coffee. Sentences which have
words, or words from the same thesaurus cluster, in eommon are more closely
related from our point of view than those which do not. But the factor which
controls how closely these sentences are related is the extent to which the
common elements share vp same places in their syntactiocal mttemn, Matching
procudures based on syntactic information can be made effiremsly conprehensive.
A match between the subject of Sentence (a) and s subject of Sentence (b) is
obviously more significant than a match between the subgeet of Semtence (a) and



the object of Sentence (b), but this second match is still important., It is
more important than say a match be'.ween the aub;ﬁct of Sentence (a) and a modi-
fier of the object of Sentence (b), Yet this fact too might not be without
significance and provisimn for it can be made in the system,

The question of the explanatory power of gramers has only recently
begun to interest linguists, Its importance is a direct dttcome of the deci
sion taken by certain linguists to make the goal of syntactical studies not
the elaboration of procedures by means of -ﬁaich linguistic data can be
classified, but the construction of grammrs which are their theories of sentence

structure, 2

Since the observable data such a theory has to cover is

infinite it must be generative. A grammar of this kind is structured as

a caleulus which generates all and only the well-formed sentences fs of a
language., Given a complete grammar of a language, for any mll-fotrmed sén=
tence of that language there should exist in it an ordered set of formulae
which would generate this sentence., This is expressible as an ordered (brack-
eted) string of syntactic symbols and constitutes a syntactical analysis of
the sentence. Since there is no limit on the mumber of generative grammars
that can be constructed for a language the que;tion of choosing between compet-
ing grammars becomes crucial. It has been suggested that the most powerful
grammar is that which produces analyses which most fully explain the native
speaker's intuitions about the relationships (samenes- and differences) between

sentences, Preliminary investigations into the accound of syntactic information

2. This trend is particularly associatecyith the work of Noam Chomsky. A
clear statement of his views is given‘in 'The Logical Structure of Lin-
guistic 'rheory' Reprints of Papers for the N th International 88

ida,

of Lingaists (C ge, Mass,
Categories of the Theory of Gramar" "MDHED, Vol. 17 (1961).
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necsssary for effictent data retrieval fpom natural language texts suggest
that, since only relatively coarse distigetions between-the syntactie func-
tions of matching words appear to be signigic;nt.za ecomparatively: weak .grammar
will prove adequate, - ] o . B

The adequacy of weak grammatical models.for informabion-retrieval
mrps3es is important for two reasons, -

{1) The complete grammar whioh linguists regard as the ultimate goal is
untikely to come into existence for a considerable-time, -At. the moment we do
not possess a single grammar for a natural language which comes.anywhere near
to satisfying demands of completeness that might reasonably be made of it when
no other purpose underlies its construction than the:study of lanegwage itself,

(11) The linguist who constructs, a.generative grammar is interested in
data only in so far as i}jtests his theory. Given.a sentence which a native
spoaker agrees is well-formed he is comcerned only that his grammar should con-
tain an ordered set of formulae that will generate that sentence,. The question
7 how he decides which set of formulée in the grammar satisfies this condition
is of no interest to him, It is not part of .the theory. A grammar.does not
“e1l one how to recognize the analysis of sentences. The .process of checking
‘n "ideal® sentence generated by the -grammar and the actual sentence observed
32fords no difficulty to human beings, Human beings havé intuitions about
language anyway and an illuminating grammar is illuminating precisely because
it in some sense incorporates these intuitions,. We .want to enable the machine
,to make use of grammatical information.pecause it does. not have intuitions
about language, The problem of how a machineiis to -determine the syntgc-

tic analysis of any sentence, is, therefore, cruciale The application of



somputers tc the task of data-re\rieval from nstursl langusge demands the

comstruotion of & heuristic deviss which will enable it to derive from any
8 to an ordered et of formulae in

o demands of fitness when applied to

senience an analysis which (a)
2 grarmmar (b) meets the strong intui
the sentence from which it has been deMy
to machine translation. Machine trensla "

o A similar device is easential
demends reference to an extremely
powerful grammar, A charecteristic of the $ models useful for information
rstrieval purposes iy the selatively ' small l}gpbor of formilae they conmtain,

"he problems of eonstruction of a recognition \dqteo for this grammsr are theredby

N,

fMeally eased.
Any really significant veduotion in the eonplo:;ity of syntactic analyses,
howeovap, 48 not as easy to obtain as it might seem, It is an inescapable fact
taal 4f a recognition device is to work at all effeciently it will almost
rertainly praiuce analyses containing more information than can be used for
date retz;icval purposes, The reason forlthia is simple. Lven if a?". that is
“wmanded of 3 r2cognition devioce is that it shomld indicate ncthing more than
tue subject, verb and object of a sentence, it can only do so as the result
P first assinming labels to all, or almost all, the elemcnis in the sentence.
e opobler here is not Just that certain words can be either nowss or verbs,
> verbs or adjectives, stc., but that any noun can be either a subi:ct o an
Linaal or the modifier of a subject or object, or the modifier of a molifier,
at, The last difficulty arises out of the recursive tendev.ciss ¢! natural
‘enraage, Sequenoss of ihe kind, the boy with the dcr with jong cars with white
Fr.:ts, ete., are possible, Generative formulae for this might be ‘birct—>
Tenminal Groeupe® “ominal (Group + Nominal Group ~» Nominal Growp + Yrorinal Group -
semtnal Group. V'~ iy be concerned only with the identifisziion ¢f Li: »lceent
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that enters into the first of these formulae, but this is impossible uwmtil
the structure of the whole string has been established,

To avoid the danger of being weighed down by redundant informstion we
propose that the initial proocessing both of data and questions consist of a
translation into an artificial language in which enly those syntactic rela-
tionships which prove significant in infermstion retrieval coccur. The analyses
produced by the recognition devics are not stored but interpreted as a set of
instructions for rewriting the sentence into the equivalent form in the arti-
ficlal language. In this way we are relised of the problem of sonstructing
a complete grammar for English, It iz only necessary to ensure that every
analysis will contain sufficient information to enable the sentenoce for which
it has been produced to be rewritten as a well-formed sentence in the artifi-
clal language. To ensure the completensas of the grammar of the artificisl
language is a relatively simple matter. The artificial language will oontain
only a small number of sentenoce types to which the large number of English
sentenoe types will have to correspond. Artifical languages for information-
retrieval differ, therefore, in a very impertant respect from those maﬁd
by logieians, Instead of reducing ambiguity they promote it. Certain forms
(actives and passives for example: The boy hit the ball, The bell was hit by
the bey) are related syntactially: a fact that can be incorporated inmto a
grammar, but only at the cost of soms added complexity. In the "oollapsed®
grammar of English we propose, it is merely necessary to ensure that beth
forms are rewritten ldentically in the artifiecal language.

Marching procedures are carried out on sentences in their translated
forms., For ease of reference the artifical language has been given the name
FLEX. Sinoe its vocabulary consists of thesawrus clusters rather than words
it is characterized by minimm syntactiec organisation and maximum semantie
organization, It differs most notioceably from natural languages in not dis-
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Playing o.ny of the syntactic variations which prevent the development of what
Yngve calls "depth, "3 In its present form nearly the whole grammar of FLEX is ‘
contained in the formulae,
¢ (1) S-sSubject + Predicate
(2) Subject -sNoun
(3) Nouny(modifier) + Noun
(4) Pre@icate-yVerb + Object
(5) Verv-y(Modifier) + Verb
(6) Object-sNoun
The formulae (3) and (5) are recursive, it being possible to add an
infinite number of modifiers to subjects, verbs and objects though in practica
a 1imit is set at four, The rules are not ordered; (3) is applied again after (6).
This particular language is almost certainly too simple to promote effi-
cient data retrieval. Its usefulness at the moment consists in produeing a con-
text in which hypotheses concerning the adequacy of various types of thesauri
and the wéighting of syntactic information can be readily tested. Some experiments
in texting various functions for weighting syntactic matches are deseribed in Part III.
From another point of view FLEX may be regarded not as a language, but as
a device for (a) splitting each (simple) sentence of a natural language into two
parts, "Subject" and "Predicate", and (b) assigning weights to each word in each
part according to their "importance®., The assumption is made that, in general,
words which are grammatically superordinate, or "head® words, will be more impor-
tant for information, and modifiers will be less so, while such items as conjunc-

tions, particles, prepositions, articles, and the like are of no importance whatever.

II. 1., Construction of a Heuristic Device for Syntactlic Pattern
Recognition in English,

The need for a device which will assign a significant syntactical analy-
gis to any English sentence was explained in part I, A syntactical analysis
is defined as an ordered sequence of symbols, all of which occur in the

same grammar, and in which each symbol corresponds to one word in the (,

3. V. H, Yngve YA Model and an Hypothesis for Language Structure, Pro.
ceedings of the American Philosophical Society, Vol. 104 (1960), pp. 130-8.
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all and only all the well formed sentences of a2 language. A ocorrect syn-
tactioal analysis is defined as an ordered string of symbols which would
be generated by a grammar. A significant analysis of a sentence is one which

yed as a caloulus of formulae which generates

is correct and which meets strong intuitive demands of fitness when assigned
to that sentnece,
An idea of $he preblems encountered in developing such a program can

be gained by considering the simple three word sentence These points stand,

The sentence is syntastically unambiguous (Demonstrative Aylective + Noun) +
Verb, being the only significant analysis, A computer analysis, however, is the
output of look-up routines operating with a dictionary which lists .for each
word in it all the symtactic roles that can be undertaken by that word.

(An account of the struoture of this dictionary and the look-up routine

will be found in Sestion 2 or this report and associated appendices.)

Since it is uneconomical to enter both boy and boys, Jump and jumped, jump and
Jumping etc., in the dictionary, and since also these suffixes contain essential
syntactic information, it is necessary for the look-up routine to work in
eonjunctien with a routine which recognizes boys as boy + s and interprets the
8 as indicating plurality in the noun, This routine is also desoribed in
Section 2, In the present ease the look-up routine would find two entries
r each word, These -- Demonstrative Adjective and Demonstrative Pronoun,
Points ~ Noun and Verb, Stand, - Noun and Verb. Applying a rule which states
that each word can fulfil only one syntactical function at a time in an
analysis results in a total output of eight different wnranked strings.
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The demand that the machine should select only the significant
anslyses imposes too strong a condithery. It is suffiecient if it retains
only those which are correct. In practice it can be assumed that any
oufput that can be shown to be a correct analysis will also be a significant
analysis of the sentence from which it is derived, A maximum progranm,
therefore, would guarantee the obmctnoaa of all analyses prinded out. The
diffioculties of attaining such an objeective are perhaps insurmountable., In
its place we offer an approach which has as its objective the recognition of
nearly all incorrect analyses. In this conmection we offer the tentative
hypothesis that we select ons syntactical analysis of a sentence over all
other possible analyses not so much because it is the right one as beocause
it is the only one that is not wrong. In the case where there are two right
analyses the sentence is syntaoctiecally ambiguous, In the same way if the
machine ocould recognize incorrect analyses then it oould be assumed that
any not rejeoted on this ocount would be correct.

It is impossible to supply the machine with a list of incorrect
analyses, There is no reason to suppose that such a list would be any
shorter thafj a 1ist of correct analyses, Probably both are infinite. The
solution we adopt arises out of three observations:-

(1) The most frequent and intractable cases of ambiguity.of form class
assignment seem (at least in Engli’)to occur when one of the assignments
is yerd.

(2) A study of analysed sentences indicates that an operational
definition of a clause as that part of a sentence which contains one and
only one verb (excluding auxiliaries and modals when these are followed by
other verbs) is quite workable.
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3) In the course of constructing a generative grammar many of the
greatest problems are encountered in the area covering the generation of
sentences ~omprizing more than one clause, It is here that problems of
selaction - that is problems of de c-’i!‘»g how far the individual strings making
up each clause should be develsped before they are associated in the course
of generating the complste éentenoe ~ appear to be particularly troublesome,
The difficulty ¢f finding the simplest theoretical stajement indicates that
there are a large number of specific featires to be taken into consideration.
‘his in turn suggests that a list of ineorrectly Jjuxtaposed clauses, desoribed
in terms of these features would provide critesria for rejecting nearly all
incorrect analyses. This wovld also cover ons-clause sentences since the
aumber of clauses which can combine with the null clgss is strictly limitad,

The preyadure we propose for mechanical recognition of syntactiecal
analysis consi¥s of six parts,

1. TFormation of a list of syntactic symbole for each sentence by
dictionary look-up.

2. Resolution of ambiguous assigrinants where one of the assignments
le verb. Accepting the operatlional definition of clauses given above, this will
mean that at the conclusion of this operation the analysis will contain
sufficient information for

3. Ordering into clauses to be imposed on the string.

4, Checking against a list of incorrect clause combinstions. Detaciion
of an error here must, Wy definition, mean that a mistake has been made
earlier in the resviution of an ambiguous assignment involving the form
class verd, In this case we enter

5 The rules employsd for resolving form class ambiguities in 2
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are arranged in'deseanding order according +  ihair efficiency. The

number of the rule used to resolve an ambiguous assignment is carried
forward with its output. In this way once a mistake has been detected

at the clause level candidates for re-assignment are easily recognized, In
oaa'es where there is more than ene c:nd“b the one with the highest rule
nunber 1s changed first. The process is continued until a legitimate result
is obtained,

This simplified scheme may be improved through re-entry into the
reselution oycle. At this level we may discover that a word groups taken as
an idiom by the phrasification does not in a particular instanees operate
as a unit, Such a phase would have to be #¥ntled before re-sntry.

Also prepositional phrases which act as adverbs oan be so noted; and all
words resolved by "perfect’ rules can be noted as unambiguous, Such
information would obviously strengthen the verb reseolution of phase 2,

6. Ordering into phrases within the clause and the resolution of the
remaining ambiguous assignmments are carried out,
| The number of rules need in 2 is kept down to a comparatively small
number by adopting the strategy of giving all uncer.iin cases the assignment
Brerb.” This means that in the instances where this is wrong an extra clause
is interpolated into the sentence, making the chances that a correct analysis
will be formed very slight and ensuring s later correct re-assignment.

Prograns for Parts 1 and 2 have been written and tested, Work on
part 3 is nearly complete, Work on part 4 has been pestponed until all
the earlier ones are fully operational. The reasons for this are partly that
the results obtained from the earlier routines are so good that it is
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possible that certfin incorrect juxtapositions of clauses can be ignored
as impossible outryts of the earlier routines. Inve!tigatiana so far made indicate
that the hypothesis, that, if a description (even though partial) of the
clause level stages in the generation #f a sentence can be derived from it,
then this will contain sufficient information to cause most incorrect
analyses produced by the look-up routine immediately to be rejected, is a valid
one, So far only a handful of cases have been discovered where wrong
analyses 1auld be derived which would not produce clause juxtapositions
that one would expect to find in the list of incorrect combinations proposed
above, An example of how this will work is provided by the sentence:
t0ne of the most satisfactory laboratory experiments in the field
of mechanits is the measurement of surface tension by means of a Du Nouy
tensiometer,!
The look-up routine would produc# the follewing string
Adjective/Pronoun + Preposition + Definite Article + Adjective/Adverd
+ Adjective + Noun + Noun Plural/Present Tense Verb + Preppsition
+ Definite Article + Noun/Present Tente Verb + Preposition ¢ dim
+ Auxiliary Verb + Definite Article + Noun + Preposition + Noun/Present
Tense Verd + Noun + Preposition + Noun/Present Tense Verb + Preposition
+ Indefinite Article + Noun + Noun.
The ambiguity routines would resolve all the ambiguous assignments
correctly except in the case of the word experiments which §s wrongly assigned
as a2 verb, The resultant string is now
(Adjective/Pronoun + Preposition + Definite Article + Adjective/Adverb
+ MJective + Noun + Verb + Preposition + Definite Article + Noun
«l7=



+ Preposition + Noun) (+ Awxiliary Verb + Definite Article + Noun
+ Preposition + Noun + Noun + Preposition + Noun + Preposition
+ Indjfinite Article + Nomn + Nomn.)

The routines for dividing the sentence itself into clauses would bresk
up the string inte two clauses in the manner indicated, Routine 4 would
indicate thal the juxtaposition of a clause containing a present tense
verb and no marker of subordination (which, who, etc.) gnd a c]:ause headed
by an auwxiliary verb is incorrect. Routine 5 would revesl explriments, field,
Surface and means as possible candidates for re-assignments, Experiments is
the one esolved by the highest numbered (i.e, weakest) rule. Its assignment
is changed to noun, Clause analysis on the new string now produces only
one clause, Sirde this olause can stand by itself to form a whole sentenoce,
no listing for clause containing present tense verb and no marker of
subordination with the null clgis is found by Routine 4 and the new analysis
is allowed %o stand,

2

Construction ef a Routine to Resolve Ambiguous Form Class Assignments.

For reasons already explained it was decided in the first instanoce
to constract routines to resolve only those ambiguities involving the possivle
assignment verb. This maant the construction of five separate sets
of rles for the resolution of the ambiguities; noun/present tense verb
(point, stage, face eto,), sdjective/present tense verd (clean, complets, close
etc.) nom/past partieiple (and sometimes present tense also) (ecut, set,
Islt, thoughi), adjective/past participle (fixed, intepested, given, ete. )
and prasent participle/adjective/noun (mesning, using, rumning, ete.)
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(See Appendix XIV, the Ambiguity Routines), It was subsequently decided to
add a sixth set of rules in which the ambiguities involved in words of
sush idiosyneratic distribution as like, except, might, can, will, even, still,
well, and a few others would be resolved.

A rule is an instruction to searclk the environment of an ambiguous
item for the presence of another item or items which are diagnestie in
this context. For example, in each set of rules one of the first to apply
is that vhich initiates a search for a definite article immediately in
front of th4 dmbiguous item, If this is found the ambiguous symbol in the output
of the look-up routine is rewritten as noun, If the particular diagnostis
item cited in the rule is not discovered the next rule is applied and the
search for another diagnostic item started. Sinoce the input for these
routines consists of the form class assigmments for each word in the
sentence read from left to right, the machine resolving each ambiguity as
it comes to it, most rules direct searches to the left hand side of the
environment; the right hand side being likely to contain only information
which ifgiitself ambiguous, In the interests of a simple flachine solution
very few rules demand a search extending over more than three items in
either direction. Since the distribution 6r adverbs in English is extremsly wide
they rarely serve any diagnostic Junetlon and most rules include the
instruction not to count adverbs as part of the enviromment of an ambiguous
itenm,

The orderiﬁ of the rules is important for two reasons., First,
certain items are diagnostic only in the absence of some other diagnostic

items, The rules must, therefore, be arranged in such a way as to ensure that a search
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for the first set has already been undertaken and failed before the

others are looked for the the environment, Second, simoe the general routine
demands that a decision be pade # eachl ease, ald spnos &t P¥linmaeie’

the rules will somstimes produce wrong results it is important that
information as to how likely it is that the oriteria used as a basis of a
partioular decision will produce mistakes should be readily available., In
particular this provision enables us to exploit the strategy of resolving
most uncertain cases as verbs, This in twm means that the number of rules
in each routine can be kept down to a bare minimm,

Many items are used in more than one set of rules, The definite
article, for example, is diagnostic when it occurs in the environment of an
itenm designated by the lock-up routine as noun/present tense verdb, or
an item designated adjective/present terfe verb, or as adjective/past
participle, as noun/past participle, or as present partieiple/adjective/nown.
Many items regularly fulfill the same diagnostic functions as others. The
discovery of an indefinite artiocle in the enviremment of an ambiguous item nearly
always leads to exactly the same result as the discovery of a definite
article, A great economy is attained in the set of the machine solutions
by assigning to each word an indicator code which indicates all the
diagnostic functions it can fulfill, As each word enters the routih it is
considered from two points of view; first to ses if it is ambiguewms and,
if so, which kind of ambiguity it displays, second to ses if it can play any

part in the resolution of the ambiguous form #luss assigmmnts of other

words, i.e, which indicator codes belong to it. A deseription of the programming
of these routines follmé, The full set of the rules in the forms most convenient
for programming and hand checking will be found in Appendix XIV to this section.
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3

Computer Technique for the Solution of Form Class Mmbiguities

Data Preparation
The raw material used in the computer solution to the word ambiguities

problem can be divided into two categories: dictionary data, and scientific
text data,
Dictionary Data

The former category was originally prepared as a tape file for use
with the IBM 650 computer programs, This dictiom tape file has been
converted by an IBM 7090 rontineu to a format which is suitable for the
IBM 1401 and 709. At the time of its conversion, the dictionary file was
modified both in content and in structure to its present format, (See
Apperdix II, File 1.) The preparation of this category of data is, therefore,
complete, Additions, deletions or changes to the file will hereafter be
nade through the updating program which will be desorihed in s later section,
Text Data

The initial scientific text, Plamet MS was also prepared as a
tape file for use with the IBM 650 Computer programs and it also has been
converted by the above.mentioned routinou. See Appendix II, File 2, A special
IBM 709 program is being written which will he used for assigning to words
of this text only the text identification desoribed below,

The preparation of scientific text data is a continuous part
of this data processing system developed for this project. A description of
the manner in which this data is prepared follows,

Text data preparation is carried out in two stages: the conversion
of the printed material to punched cards; and the conversion of the punched

ocaxrd to tape files,

4, D, B. Flanigan, IBM. Ia O utine for the IBM 7090.
5. Planet Earth, Karl Stum f%r%. .
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Text-to-card

The text is punched (Se. Appendix I, Format 2) in much the same
way as it is typed. The followiag conventions are observed in the key-
punch operation.
1., Words and punctuation ars separated by blanks,
2., Every paragraph and every page begins a new card,
3, When a new word begins a card, the first column is blank,
4, When a new paragraph begins a card, the first two columns are blank.
5. When a new page begins a card, the first three columns are blank.
6, When both (3) and (5) occur, the first four columns are left blank,
7. When both (4) and (5) occur, the first five columns are left blank.
8. A sentence or a paragraph may be continuous over many cards,

9. The last 8 columns are reserved for card sequencing.

Card-to-ta

The primary purpose of the card-to-tape conversion operation is
to provide an efficient form of input to the data processing system,

Its function is to provide each text item with an identification number
corresponding to its place in the text,

The conversion is to be done on the IBM 1401, The logical records
produced contain the text time, with the capital marker moved to a
convenient location, the identification of the text and the identifi-
cation for each item in the text, Punctuation is moved over one chara

acter in its record.
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The format of the 10-character text identification number is:

PPP P8 C U II
vhere

PPP 1is the page number in the text,

P 1is the mumber of paragraph beginning on the page,
S8 is the sentence number within the paragraph,

c 1s the clause number within the sentence,

U  is the analysable unit within the sentence,

II is the item number in the sentenoce.

The convention is followed that a paragraph is oonsidered as
being all on the page on which it begins., If a paragraph is more than
& page long the beginning of the next paragraph has a page number which
is greater by (at least) two than the page number of the preceding paragraph.
Unit mmbers are assigned later by the unit analysis routine, OClause
numbers will be assigned by the clause analysis routines,

Tide Stapdards
For purposes of uniformity within the data processing system, all

files oconform to the following standards:

1. Tapes are written at low density;

2, Loglcal record length within any file is fixed;

3. Blook (physical tape record) length within any file is fixed;

4, Data files are all BCD files;

5. In addition to its data blocks, each data file contains one
header record and one trailer record as described in the I00S manual.’

6. IBM Reference Manual C28.6100-1, 209/7090 ZNPUT/OUTRUT QONIROL
m. PPe 22-23.
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(6) Each blank tape mounted for use as output of the 709 computer
programs ocontains the Blank Taps Label described in the IOCS Manual.”

File Haintensnoe
The data processing system for resolving word ambiguities required
two types of maintenance programs: sort programs and update prou'-l.
Sorting is oarried out by means of the ltlndu'd. M 709 Sprt..s- Sort
sequences are designated both in the file descriptions (Appendix IT) and in
the block diagrams (Appendix IIT),
Updating of all files of the system may be carried out by means of
a single IEN 709 program which is currently being written.’

Update Progran

The particular function which the program performs at any one time
depends upon the specifications stated by the user. Thess specifications
include a general desoription of the characteristics of the file to be
modified and of the manner of modification (Appendix I, Formats &),

Specifications are punched on cards and converted to tape by a standard
IBM 1401 program in which each card beocomes one fourteen-word record. (See
Appendix II, File 3). This "change® tape and the tape £ile to be modified are
the tw inputs to the file update program. The primary output of the program
is the modified file, A secondary output file can be produced if requested
in the specificatiens,

7. IBM Reference Manual C28.6100-1, 209/7090 m/m OMKL
SINTH, p. 2.

8, IHM Reference Manual 028.6036, 1959,
£or She TN 709 DATA Pucossstas srgtenr Nart Sae s Bresr

9. Instruotion files are being updated by standard Comptrand
package update,
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Dats Tiles |

Data files are updated by means of oards $3 and #4, Depending on the
use of the paremeters in these cards the progrem may be directed te:

1) Locate a logical record by its pegition in the file, and gdd ¥
logical records immediately after the one lecated,

The actual records added follow immediately behind the specification
card #4, Bach of the N recerds mast begin in colwmn 1'ef s card; the
record may be contimsed from card to card (78 colmans per oard) wntil the
full sise of the record has been panched, Obnt‘.imt:bh' cards are identified
by & "o" in ooluan 79, Final § pddmdmord- need not be punched,
Since the record and block sise u-o both stated in card $#3, a full record
will alvays be added, ‘

2) locate a record by its position in the file, and gdplets--begimning
with that record or the following ono;-l records, No reeords need follow
this specification card @, ‘ | . | ‘

It is possible in updating data files to delete oertain records and to
add others at the same point in the file, This mast be done by means of two
specification cards #4, each referring to the record after which records
are to be added, The specification card with the "AMdA" parameter and the
reocords to be added must precede the spegification card with the "Delete”
parameter.

3) Locate a record by its position, and ohange that record of the file
vith the matoh field stated on the specifiocation card #4, When a record
is found in which the two fields agree, delete or add ¥ records, ox:ohanp
that record by the replacement field of the specification #4,
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%) locatel® a specified field in every record of the file, \henever
the field specified matches the field stated on the specification card #4,
change the record by the roplac;mont field of the specification card ﬂ.n

The dietionary file (See Appendix II, File 1) may be updated by reocord
in any of the above.mentioned ways. However, in addition, the logical
records within the dictionary file which contain the eount of the number of
other records within an alphabetic grouping are modified in accordance with
the addition or deletion of records during updating .

Data files may also be examined by means of the specification cards #3
and #4, When used for this purpose, the speoification cards direct the
program to locate a specified field in every record of the file, Whenever
the record f{old matches the field specified in card #4, the record is placed
on the secondary output file,

411 specification cards #+ except those using the "Add* parameter may
request secondary output., When reguested in comnection with m, the
secondary output file will contain all records which have been deleted from
the modified file, |

When requested in connection with changes, the secondary output file will
contain all records which have been modified on the primary output file,

10, KNeither the matching field nor the replacing field may exceed the
sige of the record. The match field must always be oompletely
stated on the specification card but may continue from card to card
until it is completely stated, No characters - including seros -
nay be omitted from the field statement,

11, By this direction all specification cards #4 are applied to egch
record of the file. This makes possible a change whioh is universal
to all records of the file, or, if no change is requested, the
selection of all records which have some ocommon characteristic,
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Datg Modification
There are two simple types of text whioh prepare it for further language

analysis, The first allows the removal of obvious parenthetiocal expressions
from the middle of a sentence for separate analysis. The seocond allows us
to consider simple groups of words which normally function as one to be
treated as a single item,

This routine (See Appendix IV) is to set off pairs of parentheses
and dashes and the items inclosed by them so that the item immediately
following such & unit may be considered as immedistely following the item
which precedes this unit. This is done by assigning unit (analysable unit)
numbers to each item, |

Such units can then be placed at the end of the sentence by a standard
I.B. sort routine., Sorting on digits 1.6 and 8.10 sequences the file inte
"analysable unit® order. Sorting on digits 1.6 and $.10 would sequence
the file into original text order, For example:

"It is neocessary (for purposes of this analysis) to oonsider these items
together.” will be analysed:

It Is Necessary (
ID0011010001 0011010002 0011010003 0011010)04
for parposes of this |
0011010305 0011010306 0011010107 0011010308
analysis ) to consider
0011010109 0011010209 0011010020 0011010010
these items together o
0011010011 0011010012 0011010013 0011020014
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and this can be sorted, as above, into:
*It is necessary to consider these items together. (for purposes of
this analysis)*

Phrasification

To allow such phrases as "of ocourse” to be treated as preposition +
noun is to complicate the grammatical analysis of the sentence, and reduce
the range of application of some of the rules, Such phrases have word
functions in larger language units and fall into word.form classes, The
Phrasifying Routine (Part I) (see Appendix V, Phrasification Flow) makes
such treatment possible by accomplishing the recognition of the several
word-records of the words in the phrase with a single word-record for the
entire phrase. Reocognition is done by comparison of u phrase entry
prepared from input word-records with a list of phrase entries, If the
constructed phrase entry is identical with one on the list, a phrase has
been found, The list is prepared in advance by linguists, The routine,
then, serves an entirely mechanical function, albeit somewhat complicated.

The mechanical aspect is complicated by two conditions of the problem:
(1) the possible overlapping in the texts of phrases on the list and (2) the
necessity of considering all combinations of words in the text not ruled
out by certain practical and linguistic limitations from being possible
phrases, The first oondition necessitates a decision about what sequence
of words is to be taken as the phrase in the various possible cases,
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The general rule followsd is (a) where the phrases begin with the same
word, the longest and (b) where phrases overlap, the one which ends

last is takep as the phrase. A practical limitation laid down is that
phrases are no longer than twenty-four characters (including breaks
between words). A linguistic limitation is that we do not look for phrases
which include punctuation. |

Information Gatheripg

With data files prepared, updated and maintained in various sort
sequences, the next stage in the data processing system is one of infor-
mation gathering, A single program, the Affix-Dictionary program, has been
written to gather information from the dictionary file and apperd it to
the text file.

For the purposes of grammatiocal analysis, it is necessary to have
preliminary assigments of words to form classes., Since the same word,
however many times it occurs, will have the same preliminary word olass
assigments, it is most efficient to make this assigment by a mechanical
dictionary look-up after the text word has been coded,

In addition, there are rules in English correlating regularities in word
structures with correct form class assignments, Several words are often
such that they can be thought of as "oomplex" words formed from one
stem by the addition of prefixes and/or suffixes, These "complex" words
often can be given a correct preliminary form class assigment on the basis
of their affixes alone. This allows the number of words in a diotionary
designed to provide word form-class information to be reduced radically, It
is necessary to leave in only those words for wkich a preliminary word
form-class assignment cannot be made on the basis of affixes alone, With
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such a dictionary, if a dictionary lookup is performed and then affixes
are noted and the rules assigning form-classes on the basis of them are
applied, all words for which adequate provision has been made will receive
their correct preliminary word form-class assigments,

It will, moreover, be useful to include the stems of the lawful
*oomplex® words in the dictionary and to perform a lookup for them also
provided there are items of information ocommon to the worde formed from a
sten which are of use in gramatical analysis, ﬁo value of the rules of
form-class assignment on the basis of affixes will be primarily the reduc.
tion in the length of the dictionary, In the mechanical table look-up, the
length of the table is almost never a negligible consideration, Where a
table the sige of a dictionary is in question, any systematic reduction in
size is bound to be important.

As it turns out there are items of information common to words whose
form~class assignment depends upon affixes being added to the same stem,

The reduction in dictionary length when only stems of these words are
listed is still significant, 8o, a dictionary inecluding incorrigibles

and stems is used in the mechanical assigmment of preliminary form-oclasses,
The other dictionary information available in this way includes form
subclass (see Appendix VI, Sub-Class codes) information which is not
predictable from affixes. As would be expected from the above, which rule
is applied to produce the preliminary form.oclass specification of a parti-
cular "oomplex® word deperds upon the structure of the word, But it also
turns out that if the additional diotionary information about the stem is
utilized and the rules are made funotions of items in that information,



the rules can be made more effective., This typi of rule reduces the
number of incorrigibles in the dioctionary. Another pragmatic decision
leads us to employ rules about suffixes only. We employ therefore, in our
mechanical analysis of tests a Suffix.Diotionary routine for the production
of dioctionary h:fomtion_abont words in a text,

ALLix-Dictionary Program

Inpat files %o the Affix-Dictionary Program (see Appendix VIII,
Affix-Dictionary Flow) are two: the dictionary file (Appendix II, File #1)
and the text file (Appendix II, File §2). The program uses a binary look-up
to avoid sorting and resorting, Since punotuation marks have been placed so
that they have a sero in initial position, these are first, However, in
these cases, diotionary information is sero and the main program is
bypassed,

Output from the program is an appended text file (Appendix II, File #4)
and an Error File (Appendix II, File #5). The Error File is produced when
there is no matching dictionary entry for a word of the text or for its
stem after affix removal. When this situation arises, additional entries
must be made to the dictionary file by means of the Update Program, The
Affix-Dictionary Program must then be repeated with the updated dictionary
f£ile as input, '

By means of this program the 10-word record (Appendix II, File #2)
representing a word of text inoreases to a 20.word record, The Affix.
Dictionary Program inserts into the expanded record (Appendix II, File §i)
codes representing all the form classes to whioh the word of text may
belong, including a special code indicating a preferred form class, if any.

-A-



Subclassifications of form classes and another special code to indicate
that an item is an "absolute breaker® (i.e. the item is the first word of
a clause) are inserted, Coded representations of affixes either removed
(before locating in the diotionary) or not removed (because the item was
found) but indicated nevertheless, as well as the dictionary code which
directs the program to test the ending of the dictionary word itself are
included in the expanded record, Codes for irregular plurals, irregular
past tenses, irregular superlatives and comparatives, past participles,
and past forms which are always main verbs are also included (see
Appendix VII, Dictionary Codes),

Although more information must be knowmn about each text word before
ambiguities can be resolved, the remaining information can be gathered
in the Resolution of Mbiguities program which will be desoribed in the
next section,

Once the appended file has been produced it is sequenced into the
analysable unit order (Text Identifiocation) in order that the ambigui-
ties may be resolved sequentially from left to right,

Resolution of Word jmbiguities
The resolution of word ambiguities within an analyssble unit is

carried out on the IBM 709 Computer in a manner which imitates the method
employed by the linguist. The procedure in its simplest form might be
stated as follows:

1) Within an analysable unit (left to right), note all words which
are members of only one form class, i.e, never ambiguousg

2) Within the same unit (left to right), resolve the ambiguities of
certain words of unusual distribution, as mipe or like, (This step involves
the application of one of a group of rules designed specifically for the
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resolution of ambiguities of words in this class, Bxamination of the immediate
envirorment of the words is required,)

3) Within the same unit (left to right), determine the particular type
of ambiguity, such as noun/verb present tense or adjective/verb past tense.
(The ambiguity is resolved by applying a suitable rule from a group designed
for the resolution of this type of ubiguity. The application of the rule
requires testing the immediate enviromment of the smbiguous word,)

The program written to follow this procedure consists of a control
routine (See Appendix IX, Control Program) and a group of subroutines.

Control Routine

The control routine reads the analysable unit from the appended text
file mto-tho oomputer memory, noting (step 1 sbove), as it reads, the
words which are unawbiguous. For each of these words the control routine
Places the appropriate English word, i.e., NOUN, into a specified part of
its memory record,

When the unit has been completely read into the memory, the ocontrol
routine begins its second pass, In this pass it determines the words belonging
to the class defined as "words of idipsyncratic distribution” and transfers
to a subroutine which applies rules sequentially until it resolves the ambi-
guity of the word. The subroutine then supplies the English word for the form
class and the resolving rule number to the specified part of the memory record
for this word of text., Oontrol returns again to the control routine which
proceeds in this fashion until it again reaches the end of the unit.

- When all such words have besn resolved, the control routine makes its
third and final pass through the unit. In this pass it determines the parti-
- cular type of ambiguity of all other ambiguous verbs and transfers them to
the appropriate subroutines for resolving them. These subroutines function
in the manner described in the preceding paragraph.
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When all words of the unit have been resolved, the control program
writes the unit whose records (Appendix II, File #6) now show the resolved !
form class and the resolving rule number,

The procedure is repob.ted until all the units of the text have
been analyzed.

Indicator Subroutine

Omitted from the above desoription of the control routine is reference
to a special subroutine, the Indicator Subroutine. (Appendix X, Indicator
Flow Chart), This subroutine completes the information gathering process
begun in the &ffix.Dictionary program and provides the control program and
the remaining subroutines with sufficient facts for determining the type of
ambiguity and for applying the specific rules for its resolution.

Resolution of form-class ambiguities depends upon the analysis of
regularly recurring environments (indicator situations). First these indi.
cator situations were broken down into parts; characteristics of the
ambiguous item itself (for example, being the first word in the sentence,
capitalization, etc.), characteristics of immediately preceding words,
characteristics of preceding word + 1, characteristics of preceding word
ignoring non-prepositional adverbs, and do on. Indicator categories were
then set up and codes were given to each of these, indicator codes, which could
be used in the machine, For example, one part of the indicator situation for
several rules among the six rule set is the presence of a modal, copulative,
or auxiliary verb., For one situation a member of this class is required to
be immediately in front of the ambiguous item; for another, non-prepositional
adverbs may be ignored. Again, for others, a member of this class must immediately
follow the ambiguous item, in one case immediately following a word belonging
to another category which itself follows the ambiguous item; in another '
adverb and adverb/adjectives may be ignored. Finally in one rule it
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is only required to be the next verb, Nevertheless there is only one indi-
cator code for this class - a "1* in the 10th position of the first indicator
word. This means that each word in the sentence is tested to see if it is a
member of this class, and if it is, a "1" is placed in the arbitrarily
determined position of the arbitrarily chosen indicator word; otherwise there
is a "0" in this position. Since this class is a subclass of a slightly
larger indicator category a "1" would be put in the predetermined place indi-
cating that the word is a member of this larger class also. Since both modals
and auxiliaries are themselves members of other indicator categories, "indi-
cators” must be placed in several places for such an item. Before any attempt
is made to resolve the verbal ambiguities every word in the sentence must be
tested with regard to these indicator classes (see Appendix XI, Indicator Codes).

On first consideration the task, performed by the control routine, of
determining the type of ambiguity of a word seems relatively straightforward.
It can be shown, however, to be quite complex, involving many computer instruc-
tions, For this reason the control program transfers to the Indicator Sub-
routine, The Indicator Subroutine performs the necesgsary tests and classifies
each word by inserting a number in the Ambiguous Word Code (Appendix II, File
#6). The control routine need then make only a single bit test to determine
which type of ambiguity exists and, thereby, determine which subroutine must
be entered.

In providing sufficient information for the subroutines to operate
efficiently, the Indicator Subroutine is even more valuable. An illustiration
of a rule from one of the subroutines will serve to illustrate its value,

Is the preceding item to? If yes, does the ambiguous item have s as
affix? If yes, take &s noun, If no, see if the item before to is a nominal =
the ambiguous item or m&:&m» alien, spmenable, gntegonistic, atiributable,

basic, complementary, contradjictory, contrary, equiv » foreign, hos-
tile, inimical, liability, opposite, proportion , regard resistant,
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resgctﬂs}, sensitive, similar or supplementary, or if previous verb or
ad jective is part of ascribe, attack, atiribute, belong, attain, cling,
commit, oonvert, 86 mrtain. reconvoﬁ. reia’Ee, or subﬂeci. 17 yes,
Take as NOUN, f no, Eake as VERB

Obviously the rule is complex even in the number of questions it asks

before a resolution can be made. Each of the sutroutines has between 20

and 40 rules of varying complexity, The additional complieation of deter-
mining, for example, if the word in question is a member of one of the groups
mentioned above increases the rule's complexity from a programming stand-
point and decreases its flexibility.

Flexibility is a most important feature of this entire data processing
system. It is expecially important in the program for resolving ambiguities,
There have been changes both in rules and rule ordering. There have also
been insertions, deletions, and changes in word groupings such as the groups
underlined in the above illustration. It is anticipated that when the results
of the computer programs are studied, more changes are inevitable. A decision
was made, therefore, that in order to maintain maximum flexibility the rules
performed by the subroutines should be stated simply and directly in terms of
ccmputer instructions and that the determination of *belonging" to classes
should be separated from the rules.

In the example above, the Indicator Subroutine "indicates® that a word
of the unit does or does not belong to the group of words -- give, etc, by
simply storing a "1" or ™", respectively, in a certain position of computer
word in the memory record., The "1" and "0" are known as indicator codes, the
computer word in the memory record is known as indicator code word, There are
aboat 195 indicator codes. The groups which can ve ciassified by means of
indicator codes are varied, Among them are the following:

1) All words which are either object proncuns, or indefinite pronouns.
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2) all words which are either possessive adjectivey, or ambiguous
precisely as adjective/pronouns, or ambiguous nouns, _

3) all words which are either past participial ad:]octijrea or words
which end in ing,

The control routine calls upon the Indicator Subroutine at abnral
different times, By so doing, the information recorded in the indicator
cocde words of the memory records is maintained in its most precise togm for
use by the subroutines, Instead of testing a word against a long list, for
example, to determine whether or not a rule is suitable for resolving a
word®s ambiguity, the subroutine need test only a single bit position of an
indicator code word.

Qther Subroutines
It is by means of the subroutines that the computer resolves the ambi-

guous words of the text. There are six subroutines which oorrupo‘nd to the
six types of ambiguities which are to be resolved, Bach subreutine .. wade
up of a) a control program, b) a rule table, and ¢) coding which represents,
in computer terms, each of the rules in the set for resolving ?_.ho speciftic
ambiguity,
The subroutine control program is standard for all the subroutines,
It may be stated as follows:
1) advance a rule counter C,
2) Locate from a rule table the starting address of the coding
corresponding to Rule C,
3) Transfer to the soding for Rule C.
The coding for Rule C either resolves the ambiguity or returns to
step 1) above, If the u@.;uity 18 resolved, the resolved part of speech
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and the resolving rule number C is supplied to the specified purtion of the
toxt mﬁ in memory. The counter is reset to gzero and the subr¢utine returns
to the main Control Routine,

The rule table consists of a list of symbolic addresses corresponding
to the entry points to coding for each rule in the set, The subroutine
executes the rules by transferring in sequence to the symbolic addresses in
this table,

The use of a rule table adds another feature of flexibility to the
system, By rearranging the sequence of the symbolic addresses in the table
it is possible to rearrange the order in which the rules of the set are
applied, It is ‘turﬁhor possible to eliminate the application of certain
rules by simply omitting their symbolic addresses from the table. Rules may
also be added by suppling the necessary coding for _tho rule, assigning it a
syabolic address, and inserting this address in the desired place in the
table, These changes are mady by reassembling the program. The rule number
is not actually attached to any piece of coding, but corresponds to the order
of rule application,

The coding for a rule in the set may require the examination o.t the
indicator ocodes, the form classes, and other characteristics of the ambiguous
word or of the words which precede or follow it, When examination of words
gthor_tha.n the ambiguous word is required, the subroutine gains access to
these words by means of special "search” routines,

The search routines (see APPENDIX XIT - The Search Routines) were developed
to meet the common need of all the subroutines. There are eight search
routines: four to locate words preceding the given word and four to locate
words following.
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The jbsglute Breaker Subroutipe
In addition to absolute breaker items which always begin a olause,

there are simpl¢ situations, involving only twe or three words, which always
indicate that at least one of ﬂ:o items begins a clanse, These situations
normally indicate that any search must stop there. They may also serve to
1imit the possibilities for an amb! gusus item which precedes one of them.

This program has been written to place the breaks as indicated in the appendix
(see APPENDIX IV, Absolute Breaker Lists),.



Construction of a Routine to k Clause Divisions s P
Apalysed Sentence,

A syntactiocal analysis was defined as an ordered sequence of syntactiocal
symbols., The device to produce syntactiocal analysis for any English
sentence, which we are describing, treats the processes of assigning syntactic
symbols to words and of ordering these symbols as being interdependent,
Sufficient information is derived for a string of symbols produced by
the look-up routine to allow a partial ordering into clauses to be iaposed upon
it. This partially ordered string in its turm contains suffiocient information
to enable either a proper assigmment of symbols to be made for all words
and ordering into phrases within the clauses to be carried out, or corrections
in previous wrong assigmments of syntactic symbols to be made resulting in a
re-ordering into clauses, in which items improperly labeled can then be
assigned an ambiguous symbol and ordering into phrases completed,

Division into clauses is carried out in many cases on improper strings
of symbols, is, strings containing ambiguous symbols, 3ince the smbiguity
routines described above have already been called in there are no improper
strings containing the element verb, A search is initiated at the end of
of the string and oontinued forward to the begimning until either a verb or
an absolute breaker is found. An sbsolute breaker 415 a word like shich, what,
becanse or a phrase like jJust as though, ip opder to which regularly stands
at the beginning of a clause, These words and phrases are oontained in the
diotionary and are marked as absolute breakers. The members of another set
of absolute breakers are identified by a search routine, They are either
Jaxtapositions of items which are impossible within the same clause such as
Verdb + Subject Pronoun or items which can ocour together within the same phrase
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and whose juxtaposition indicates that the first element is joining two clauses,

such as that + definite or indefinite article. Present pertisiples, infini
tives and past participles ending in -en like given, wpritten, ete., when not
preceded by auxiliary verbs are also absolute breakers, lLists of absolute
breakers currently recognised by the routine are given in Appendix 0. The
beginning of a sentence counts as an absolute breaker,
In the case where the search finds an absolute bLreaker, the begimning
of a clause is marked as ocourring there and a new search is initiated at this
point, In the case where the search finds a verb before ocoming to an absolute
breaker this faot is registered, If, after this, an absolute breaker is
found before another verb, a clause division is marked at the absolute breaker
and a new search starts, If another verb is found before an absolute breaker
the situation beoomes somewhat more oomplicated. It is certain that somewhere
between the two verbs a clause division has been ocrossed since no clause
can oontain more than one verb (unless one of them is an auxiliary or a modal),
In order to discover uwhere this division lies it is necessary in most
cases to examine the characteristios of the two verbs involved, For this
it is necessary to make use of the sub.olass information contained in the
dictionary, Particularly relevant is the sub-classification of verbs;
transitive, intransitive and transitive/intransitive, The term transitive
here is given a special interpretation, It is applied not to verbs which
must always take an object (ie. must be followed by a nominal group not
headed by a prepositior) but to thoss which always do so when they are the
main verb of a sentence, The verb £il) for example is marked in the dictionary
as transitive, since it will on)y occur without an object when it ocours
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as a passive participle or in a passive phrase (Cf. He filled the sack with
ur, He lifted the sack filled wit! ur, The sac £ Yo

This provides the basis for a rle for determining olause boundaries,

In a situation in which a clause boundary has to be established between

two verbs (what we shall call from here a redistribution situation) if the

right hand verb is transitive and has an -ed suffix, and is not followed

by an object then the clause boundary is to be drawn immediately in front

of it as in He lifted the sack/filled with flour. It doesn't matter which

sub.class the left hand verb belongs to: nor what tense it is, In these

cases it will always form part of a degenerate clause, functioning as 2

post-nominal modifier of the preceding noun, The importance of the sub-classi.

fication transitive and intransitive provides the rationale for begiming

the clause division routine ai the end of the sentence, Once the end of a

clause has been established (and in nearly all cases the end of the

last clause is the end of the sentencq?}' then to discover whether the verd

in that clause has an object is a comparatively simple procedure., It is only

necessary to establish that somewhere before the end of the clause there

occurs & noun or same element of a nominal group such as a definite or

indefinite article, or adjective, or a demonstrative pronoun, or an object

pronoun, etc, which does not have a preposition immediately in frunt of it,
Another important sub.oclass as far as its usefulness in clause detammination

is concerned, is that to which all verbs that can take a full clause as

their objeot belong., Examples include verbs like believe, hope and notice

(Z_believe that he will came tomorrow, I hope she is not ill)e The first of

these examples suggests another rule (though in point of fact both that + he

and hope + she - (verb + subject pronoun) - are absolute breakers so there is
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no redistribution situation in these sentences), If in a redistribution
situation the left hand verdb belongs $e this sub.class and somsuhere
betmen the two verbs there ocours the item that, the clause break ecours
there I netioed/ Shat ous of the studects was aslaen. )

Ceftain important points arise out of this example, The only information
we need about the left hand verb is that it belongs to the sub-class in
question, Tt does not matter to vhat other sub-alasses it also belongs,

(Pew Bnglish verbs fit into only one sub.class, Ay attempt to arrange
English verbs - or nouns - into classes in such a way that the maximum

amount of information about their behavior is utilised results in considersble
cmu—oluaifigation. Schemes indicating the combinations of sub-class
nembership of verbs and nouns now recognised by the look-up routine will be
found in Appendix F), As long as the look-up routine reveals that the verb in
question can funotion in this way the rule applies,

But notice that in the case of a sentence like ] poticed that sgck
f£illed with flour our present rule conflicts with the previous one, It
produces a wrong answer whereas the previous rule would produce a right
answer, As was the case with the ambiguity rules the rules for clause_
division must be ordered, It is essential that our first rule is applied
before this one,

A ocorrect solution can often be established on the evidence of tense
alon without any use of sub-class information, Take the sentence The pap
gbeping the door works in BY office. In any redistribution situstion where
the left hand verd is a present participle and the right hand verb is present
tense the break must come immediately in front of the right hand verb,
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Notice that since a present participle is also an absolute breaker the
final ordering will be Zhe man/opening the door/works in Ay office. In these
cases provision must be made assooiating the two parts of the interrupted clause,
In certain redistribution situstions a solution can be reached with-
out reference to the verbs at all, The simplest oase of this kind ocours
when the two verbs are only separated by adverbs or prepositions, as inm,
He dined well/read a book/ snd went to bed early (note spd + verv is an
absolute breaker), Notice that in this case the rule must stipulate that
only these items occur between the verbs, The ocourence of a moun, for
example, would produce wrong answers when the left hand verb belonged
to the sub.class of verbs which can take a clame as their «-:b:)«cst.]'2 In order
to keep the rules as general as possible many of them refer to items whose
presence makes the rule inappliocable, In each case the situation prodnced
by the presence of such an item is resolved by a later, and usually & genersl,
rule,
Anotte - redistribution situation which can be analysed without reference
to the characteristiocs of the verbs involved is illustrated in the sentence,

It will be noticed that if no nominal group that can be a subject occurs

between the two verbs (this is marked by the same criteria as object, is,
a noun or element of a nominal group must be found not preceded by a prepos..
tion)

ﬂ;era is a problem here with certain time and space expressions which
are formed like nominal groups but structure like adverbs, e.g. a t

9_.&1!5431 !e_osz.}%’,_m » It is hoped is
em can be overcome 1listing these s in the dictionary with

the assigrment Noun/dverb, A word or phrase with this assigmeent would not
afford an exception to this case,
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then the cut must ocome immediately in front of the right hand verb, The
sentence The though g3d_treated his ohildren such a o

shocked them shows that the rule can be extended by making the condition that
there should be only one nominal group after the first preposition found

searching from right to left, The rule can be still further extended by
making the more specific restriction that the nominal group after the preposi-
tion must not contain two or more nouns if the second is either a plural noun
or an uncountable noun (by which is meant a noun which can ocour immediately
in front of a verb without either an article, demonstrative adjective or

possessive adjective before it, or a plural suffix e.g. pilk, envy), The

hip will now be correctly handled by this rule, The new restriction prevents
th_é seoond noun being taken as a separate nominsl grotpe Iu the case of a
sentence 1ike He talked in & mapner men tended to dislike since the second
noun after the preposition is plural the rule is inapplicable,

This kind of situation is deali’ with by another rule which makes no use
of verbal information, This rule li;ts all the juxtapositions of elements
indicating the coincidence of two nominal groups and commands that a clause
boundary by marked between them, The sequence indefinite article # singular
noun + plural noun which occurs in the sentence abuve is Just one of many
examples, Others include noun + subject proncus - ; 8 he ed,

noun + definite or indefinite article - He saw the book the gir]l wanted, plural
noun + noun - He sgw the books Jokn wapted, Notice that these oombinations

cannot be made absolute breakers because they only mark the occurrence of a
clause division when they ocour in a i-edistribution situation. In cases like
the the wors we there 1s, of dourse, no clause break

between the noun and the article. 4&n absolute breaker, on the other hand always
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indiocates a clause division, Notice also that none of these combinations can
be taken as diagnostic if the left hand verb belongs to the sub.olass of i
object verbs (give, bring. sject, eto,) and the right hand verd is transitive
and has an -ed suffix, In all these cases there seems to be an irreducible
syntactical ambiguity. Compare:
He showed the group the operators/selected
and He showed the group/the operators selected,

Here one needs a rule which states that under these ciroumstances two
analyses must be provided; though it is still doubtful whether this distinc-
tion is necessary for information-retriwal purposes,

In some cases it is necessary to look in front of the redistribution
situation, If the left hand verb has certain absolute breakers such as sho or
whioh immediately in front of it then the break comes immediately in front
of the right hand verb., The
sarried. This rule must come after the rule discussed in the preoceding para-

graph if the routine is to handle correctly sentences like The woman, who

‘ the little vory I 8.

So far all the redistribution situations we have discussed arise when a
oclsuse division is sought between two verbs, This is a result of the decision to
adopt the operational definition of a clamse as that part of a sentence con-
taining one and only one finite verdb, There are, of oourse, clausoﬁ which do
not oontain verbs. (These are tranzarmsby deletion of fuli clauses,) BExam-

Ples would be, The professor, while still & Joung man. had studied in mapy

universities. Ihe figures thoush inexagh-were still useful. To deal with these
cases wo add to the redistribution rules two special rules applied before all

others, The first states that if between an absolute bru.kor and a verb, there
ocours one and only one comma then a clanse division is to be marked as o« “ ing

at that cooma, The second states that if between an absolute breaker and a verdb
b6



there ocours an adjective but no noun then a break occurs before the right
verb, Probably more rules will need to be added to this group,

The rules are structured in such & way as to make them as flexidble as
possible, Bach contains the minimm of information needed to establish
the existence of a ocontext in whioh a particular decision ean be made, The
only other information given is a list of those elements whese presence
changes the context, A schematic representation of the nﬁ.u is presented in
spprendix P, The 1ist is not yet complete, There are tw outstanding omis-
sions, First, in the present rules no acoount is taken of the special oircus-
stances arising when the left verb is a 4w cbject verb exoept to mark those
cases vhere its occurence makes one of the present rules mppuublo.. Sooond.
the rules presented here are not designed to ocover those ouulwhortclmus
mAJonud together by oconjunctions 1ike gnd or Iyt. OConsiderable problems
ariu in these cases since these oconjunctions can jo:.n either two words or two
olauses, Cf. Ilike coffes sud John Likes tes and I iike coffes spd tes made
¥ith milk, Nost of these have been solved and rules that establish which
funotion tm-Mu fulfilling (and vhen 1t can fulfil both as in 1
wmm drem up, This work however, is not yet

ready for publication,
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I
1. IEK A Peuesitiensl Fora for Informational Retrisval
The basic structure of FIEX is represented in the following diagram.

ﬁ sz " 00 ’1 ’z ’r..
Sebject Qualifiers Qualifiers Verb or Qualifiers @ulifiers
of 81 of sz predicated of ’1 of ’z
noun or
adjective

Consider & standaxd sentence, which can take one of the following forms

81 82 83 ’1 ’2 ‘ 1’3 P“
Noun Mjective Mverd
(ob3.)

Mverd

Veord

Noun MJjective -llvu"o Noun
(pred.) Mjective Mverd

Mjective Mverd
(pred,)

Note, in passing, that the scheme as showm is incomplete, since an
adverb oan be qualified by an adverb, which may in tarn be qualified by a
further adverb, This is accommodated in the natural way by entering, as
usual, the new qualifier in the column to the right of the word which it
qualifies, Thus the following sentence is essentially of the standard form:
A quite exoeptionally drunk man offered a viclemt affromt to a really
stupendously slowly moving onlooker. # and is writtem:
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31 82 83 8, Pl Pz l’3 Py P5 P6
Man drunk exceptionally quite offered affront violent moving slowly stupendously
onlooker

really

We now deal with clauses and phrases, according to the following rules:
For a given clmse ascertain the FLEX rating of the word for which it
substitutes, Thus, in the sentence * to be quite exceptionally drunk offers
an affront, which can scarcely Le overlooked, to what we are pleased to call
the moral fabric of our wuy oi lite," tue cisuse "to be quite exceptionally
drunk® substitutes for a noun standing as subject of the sentence. This noun
would have been rated Sl. A second clause "which can som - be overlooked®
k3

standings in the same relation to Mafiront® as does the adjective violent rated

P, in the earlier sentence, Finally, the clause "what we are pleased to call

’
the moral fabric of our way of life% substitutes for a noun (ef, "onlooker® in
the earlier sentence' which would receive the rating P,,

Representing the FLEX rating of a word as xn. vwhere X stands for S or P
and n stands for the nmerical suffix, enter the clanse according to the following

format:
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x, el nez ,+3 R+

Youn (subj.) Mjective Mverb

Noun (obj.) Mjective Mverd
Verd :

“T‘l‘b '
Noun (pred,) Mjective  Mverd

Mjective (pred,) Mverb

Comparison with the standard arrangmment on page 10 will make clear
that the leading words in the clause (i.e, thou‘hi.ohmubontodslor
P11£thoclmumqu1nclnn) have simply been given the rating due
to the word for which the clause substitutes, and that the remaining words
have been anchored to these in precisely the same fashion as was done for
the standard sentence. '

The treatment of phrases is simpler, the fohmala being

ln xa'.-_l xh+2

Noun XJective Mverd
The sentence given earlier appears in FLEX as follows:

s, 8, 8, P P, Py P, P Pg
drunk exceptionally quite offers affromt overlooked soarcely moral our

‘pleased 1if
ofh fabrioc i °

The procedure as described is sufficiently general to extend in an obvious
fashion to clauses within clauses, phrases within clauses within phrases, etc,



Determination of the relevance of a store sentence to the input sentence.

This is based on word-by.mord matching, The goodness of match between
a store word and an input word is treated as a function of two variables:
(1) similarity of FLEX rating,
(2) semantic proximity,
To illustrate the use of oriterion (1), consider the two sentences
A. Soorates as amg_m_mtoﬂgr_a_s.

B, A young man from jthens ran Soorates into debt,
The words belonging to the major form classes, is., those to be subjected to

the matching process, have been italicized, In five cases out of six there
is perfect matching both for form class and for semantic content, Yet the
mutual relevance of the tw sentences is practically nil, and should become
olear as soon as any kind of linguistic analysis is applied,

The FLEX versions are as folicwu:

5 52 Sy o) P
Ae Socrates nan young ran Athens
B. Man young 2an Socrates
Athens tiabt

SmaAmT e e T s w s o e e - — . P - R e

Successful use of FLEX depends upon the numerical system whereby the
FLEX ratings of the two words being matohed are made to contribute to the
overall socore for goodness of match, The system gives weight to the importance
of the words in relation to the r2st of their sentences: a perfect match
between words which are making an uninporhantl contribution to their sentences
will in general have less bearing on sentence-relevance than an imperfect
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match between two important words, e.g. the two subjects, or the two main
verbs, FLEX gives a rough guide, the categories being ranked for importance

as follows:
31 Sz 33 ee000s0s0e and Pl Pz Psooooooocoovo

The system we propose gives due weight not only to importance in itself but
also to degree of cross.correspondence between the FLEX ratings of the two
words, This is shown in detail in a later section.

Senantio patoning.

Our basis of semantic matching is the use of a thessurus, By a
thesaurus we simply mean a list of clusters of words, each cluster bearing
an index number, Words are assigned to the same clustqr if their mutual
semantic relationship exceeds some threshold., 4 given word may, and indeed
often does, appear in many different clusters, reflecting the variety of
shades of meaning which one and the same word may bear when used in different
contexts, an extreme example might be tho word ipduction whioch has technical
meanings in such diverse fields as electromagnetism, biology, and logic, in
addition to a range of more loosely defined connotations when used in
ordinary speech, Ideally the next phase of the project should include the
construction of a thesaurus suitable for modern infomatlon-retrieval,
Proposed methods for constructing gb initlio a more suitable thessurus wili
be explained in a later sect;ion. For testing the mmerical procedures under
discussion we have been content to use Roget's Thessurus,

The basis of our approach to semantic matching is the principle that
the more closely related semantically two words are, and the more frequent
the occasions on which they can be used interchangeably, the greater the
number of olusters which they will have in common in any rationally constrv -
thesaurus, Thus, the word diet has three clusters listed in Roget®s index,

=52

~d



with index rmmbers 298, 662, and 696, and the word mutritiona] has four clusters
with index numbers 298, 662, 656, and 707. (In using the thesanrus we treat all
derivatives of the same root, e.g. mutritional, putrition. putritious,
mtritive, mirient, eto, as being varisnts of one and the same word,) There
are two clusters in oommon, indicating a rather high degres of ovorm in view of
the fewness of the total number of clusters involved, A serviceable measure of
semantic correlation based on cluster overlap, is given by the forwmula
. oy

| VoY o
vhere n_, is the muber of clusters ocommon to both words, n, is the number
of clusters indexed Aunv.:lor word & and ny is the mumber u.ndm' word b, The
total number of clusters involved is sutomatiocally allewed for., Applying
the ,o;pmuion to the example just given, we have

2

= 0,58,

VAL

Note that the highest value attainable is 1,00, indicating that the two
words share all their clusters, and that the lowest value is sero,

We are now in a position to illustrate the use of the above measure in
an actual comparison of sentences in a stored text with the input sentence,
We suppose that there are present in the stored text the following two sentences:
1, Vegetables is suitably prepared can provide all the mutritional M&tm:
necessary for growth,
2, It is essential to ensure transport facilities for the supply of oomponents
to the installation, .

Let us oconsider the following input sentence:
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Do plants supply the essential components of a balanced diet?
The FLEX versions of these three sentences are given below,

L

! ) ¢, P P, Py P, Py
L. Vegetables prepared suitably provide constituents mtritional growth
necessary
2, ensure facilities transport components instal.
supplying lation
Input:s Plants sapply ocomponents ;umtm balanoed
it

We now prepare a sentence correlation table, preserving the FLEX format, as
in table 1.



8 P P P P,

1l h 2 3 3
plants supply components essential diet balanced

— — ——
s r— —

P

8, vogotabl;s 0.17 o 0 ‘o ' o 0
S, prepared 0 0 0.09 0 .0 0
5 gnitably” 0 0 0 o o 0
P, provide 0 0. 20 0.06 0 014 0
P, constituents 0 0 0.23° 013 0 0
Py nutritional 0 0.20 0 0 0.58 o
P3. nec_easaryA 0 0 0 0.17 0 0
Pu. growth 0.15 0 0.09 0 0 0
Pl ensure 0 0 O 0 0 0
P, facilities 0 0 0 0 0 0.14
P, transport 0 0 0 0 | 0 0
P, supplying 0 1,00 0.09 0 0 0.12
P, oomponents 0 0.09 1.00 0 0 0
P, installation 0,15 0 0 0 0 0
0,172 4+ 0,20 + ¢ o o o = 0.32

Table 1, Upper sentence, semantic corfelation = ey

' - 0l 42,004, o . o =043
Lower sentence, semantic correlation = JT;T
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The semantic correlations between the words of the input sentence and the
words of the store sentence, calculated according to the formula previously
given, are entered in the corresponding cells of the table, It will be
noted that the sum of the individual correlations is scaled down in the
final expression, by a factor derived from the total number of words involved,
thus allowing for the influence of sentence len&;t; on the expected number
of matches,

This example was concocted in order to illustrate the nature of the
limitations of a retrieval method based purely on semantic correlation.
Sentence 2 of the stored text was delijerately designed to show heavy
semantic overlap with words of the input sentence, in spite of bearing
little or no relevance to it. This is reflscted in the final score of 0.43
as compared with 0,32, Using semantic criteria alone, the wrong sentence
would be retrieved. Information retrieval systems which depend purely on
semantic matching without recourse to syntactic analysis, have to accept an
irreducible load of such errors as a basic limitation of their approach,
The use of FLEX as a simplified syntactic system offers at least a partial
remedy for this shortcoming, as will now be illustrated by the introduction
of FLEX correlation into the foregoing worked example.

Numerical use of FLEX for measuring relevance

Before proceeding to detailed illustration, one or two comments on
points of detail are called for,

(1) It may seem surprising that in addition to the disappearance from
the FLEX format of subsidiary words such as prepositions, connectives, eto,,
the entire clause it is essential has vanished from sentence 2, and the noun
clause, of which this was the predicate, now appears in the predicate section

of the FLEX format. This is a consequence of one of several sophistications
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with which FLEX has recently been endowed, following from the discovery that
certain syntactic patterns mark "dummy" constructions which are regularly
used as equivalent to an aétive statement with absent or vaguely defined

sub ject s,

(2) The FLEX version of sentence 2 has wrongly assigned the word
installation as a modifier of gomponents instead of supplying. This arises
from an imprecision in our current routines for assigning word groups which
we hope to remedy,

In constructing numerical measures for the goodness of match between
one FLEX category and another we have been guided by two principles, both
of which must receive due expression in the final measure of correlation.
They are,

(1) The relative importance of the category. Words appearing, for
example, in Sl or Pl are likely to contribute a much greater weight to the
relevance of the sentence to some other sentence than words appearing, for
example, in P5.

(2) The degree of correspondence between the categories of the two
words which are being compared. Thus if we are comparing a word in Pl with
a word in 81. the final score for the match should plainly be less than that
derived from a comparison between a word in P1 with a word in Pl. or from an
sl - 82 match, In the same way, let us contrast a Pl - P3 match with a
P2 - 1"2 match: although the average level of importance is the same in the
two cases, it 1s obvious that the latter should receive the higher score.

The numerical values at which we finally arrived are those set out in
table 2,
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S1 1.00 0.63 0.3 0.18 0.09 0.71 0.47 etc,

82 0.63 0.50 0.32 0.17 0.09 0.47 etc.

33 0.% 0.32 0.25 0.16 0.09 0.28 ete,

Su 0.18 0.17 0.16 0.13 0,08 0.16 etc,

85 0.09 0,09 0.09 0.08 0.06 0.08 ete.

Pl 0.71 0.47 0.28 0.16 0.08 1.00 ete.

P2 0.47 0.35 0.2l 0.1% 0.08 0.63 0.50 ste,

P3 0.28 0,24 0.18 0.12 0.07 0.3% 0.32 0.25 etoc,

P,+ 0,16 0.14 0.12 0.09 0.06 0.18 0.17 0.16 0.13 ete.

P5 0,08 0.08 0.07 0,06 0.04 0.09 0,09 0.09 0.08 0,06
Sl 32 83 Su 35 ?1 Pz P3 Pu P5

Table 2., FLEX correlations (Note that the upper right corner duplicates

the lower left, and lower right equals upper left.)

«56



They were derived from a geometric model which is appended in figure 1.

The quantities shown in table 2 are applied as multipliers in the cor-
relation table, as shown in table 3, The products are summed and converted
into revised scores. It will be observed that the relative ordering of. the
two sentences in the stored text with respect to relevance has been reversed.
In other words, the high level of fortuitous semantic overlap between the |
input sentence and the "wrong" sentence of the stored text has been effici-
ently counteracted by the use of FLEX correlation. We have not yet performed
the extensive texts on specimen pas_sag;s of stored text which will be necessary
before we can say just how effective aﬁd versatile the method will prove to
be, but the preliminary indications have been h:\.gh_ly encouraging. Various
improvements have already suggested thémselves, but 1t would ‘!:.ak; us too far
into technicalities to detail them here. (See Appendix XIX - Concerning the
Matching Formulae),
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Pige 1, Geomstric model from which the FLEX correlations were constructed,.

810 Pl otc, repressny words of stored text, and Sy, P'l stc, represent

input words, The radii of successive circles are {1. 2, L, 8, 16...etc, &
The FIEX correlation is given by the reciprocal of the distance between any two
points, =60~
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plants supply components essential diet balanced
Sl vegetables 0.17x1.00 0 0 4] 0 o
=0,17
52 prepared 0 0 0.09x0. 35 0 0 0
= 0,03
53 suitably 0 0 o] 0 0 0
P, provide 0 0.20x1,00 0,06x0.63 0 0.14x0, % 0
= 0,20 = 0,04 = 0,05
P2 constituents 0 0 0.23%x0.,50 0.13x0.732 0 0
= 0,11 = 0,04
P_ nutritional 0 0.20x0, 3% 0 0 0.58x0,25 0
3 = 0,07 = 0.15
P3 necessary 0 0 0 0.17x0.25 0 0
= 0,04
Pu growth 0.15x0.16 0 0.09x0.17 0 0 0
= 0,02 = 0402
P1 ensure 0 0 0 0 0 0
P2 facilities 0 0 0 0 0 0.1%4x0,17
= 0,02
P3 transport 0 0 0 0 0 Y]
P. supplying 0 1.00x0.3%  0,09x0, 32 0 0 0.12x0,16
3 =0,% = 0,03 = 0,02
Pu component.s 0 $.09x0,18 1,00x0,17 0 0 0
= 0,02 = 0,17
P, installation 0.15x0,08 0 0 0 0 0
< = 0,01
Table 3. Upper sentence, composite correlation = 0, 17+0,0%%,.. = 0,14
[Bx06
Lo t it lation = 0,02+ = 0,10
wer sentence, composiie correlation = /-m- = V.
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Fully mechanized construction of a thessurus table for numeric o

Existing scholarly compilations such as Roget's are unsuitable on
grounds of vocabulary for mechanized information retrieval., They also lack
any consistent quantitative basis for the assignment of words to clusters,
or for the delimitation of cluster boundaries, More objective methods exist
whereby clusters could in principle be constructed on the basis of a common
underlying scale of measurement. These, however, take as their starting
point our ability to give semantic proximities between pairs of words at
least a rough-and-ready ranking order. Since the memiﬁg of words can only
be defined in terms of their significance to human beings, it would seem
that we are forced back upon our own subjective judgment, and that the
mechanization of thescurus-making is in principle unattainable., The
enormous labor of making and arranging judgments of this type has however
already been done by generations of lexicographers, and there is no reason
why the text of an existing large dictionary should not be used as input for
& thesaurus-making computer program. We have made preliminary hand tests of
an extremely simple procedure for ordering the semantic proximities between
palrs of words, using Webster's Third New International Dictionary. The
method is again based on overlaps, this time on the degree of overlap between
the words occurring in the definitions of the two words concerned, It has
surprised us to find that the results seem as reliable as those achieved by
the subjective judgment of professional linguists. We envisage that the
fully mechanized procedure would require the following steps:

(1) The edited text of a suitable dictionary to be punched on cards,

(2) A oomputer program to be written which computes the overlapping
betwesn words taken pairwise,
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(3) A computer program to b; written, or an existing one’ utilised,
which uses the measures obtained by (2) to pack the words into a "semantic
space” of minimum dimensionality and to assign them coordinates within this
space,

(4) A computer program to be written which will "sweep" the semantic

space, gathering the words up into clusters.

In order to reduce the above procedures to easily manageable propor-
tions it would be necessary to make a prior coarse grouping of words into
superclusters using an existing thesaurus. Our main retrieval pro,?ect is in
no way critically dependent on the preparation of such an ideal thesaurus;
the proposed work can go ahead on the basis of a compilation such as Roget's

until a refined and improved version becomes available to replace it.

*R. N. Sheparc of Bell Telephone Laboratories has written a program
designed for other purposes which could readily be adapted to our needs,
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2, Qutline of Information Retriev. cess
A. Four tables are used,

(1) Dictionary with thesaurus-concordance. This table consists of a
list of word stems and phrases, Against each item is entered a string of
numbers referring to the clusters in the thesaurus in which the word appears,
We refer to thess numbers as thesaurus references.

(2) Thesaurus with text-concordance. This table consists of a num.
bered list of clusters. Against each cluster is entered a string of numbers
referring to the text in the corpus containing a word of the cluster having
high absolute information content. (See Appendix XIX - Concerning the
Matching Formulae, )

(3) Text to tape concordance.

(4) Table of FLEX correlations (as in 'fab}? 2).

B. The corpus from which it is desired to retrieve information has
its FLEX assignments and thesaurus references in each item record.

C. The machine assigns the proper FIEX labels to the items of the ques-
tion sentences,

D. The corpus sentences are brought in and matched with the question
sentence,

E. The answer paragraphs with their identification numbers are printed
out in the order of their matching scores.

The sentence matching procedure could be as follows.

Each question sentence item undergoes whatever affix stripping is neces-
sary to find a stem (with the same thesaurus references) in the dictionary,
Information content, the number of thesaurus references, and the thesaurus
references are noted for each word.

A composite 1list of thesaurus entries is made in thesaurus order. From
this 1list, the pertinent texts are listed in corpus order. (If necessary the
needed tape numbers could be printed out for the librarian to put on the tape
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readers.) The text sentences are then matohed word for word with the input
question and a list of paragraphs, their identification numbers, and the
corresponding sentence matching numbers then generated.

This 1list of paragraphs can then be ordered by means of their highest
sentence matohing numbers for printing omt.
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IV, Conoclusions and Recommendations

a, On the utility of logically structured languages. Although this
portion of the investigation was never pushed intensively, enough was done
to suggest the following: (1) that ooding information in an artificial
language suitable for logical manipulations is suitable for certain special
kinds of data only, and not for the main mass of information in most relatively
discursive fields; (2) that in the very restricted areas where it is suitable,
further investigationyis warranted,

b. On complete tape storage of all data. Here it is obvious that
present hardware is inadequate to permit fast access to information which is
merely known to be somewhere in a tape file containing material in the order
of billions of words of text. If the hardware problem can be solved (e.g. by
improved photoscopic discs or the like), it may become economical to develop
searching techniques such as those presented in this report.

¢, On machine *learning” programs for syntax., Ellson's experiment
shows conclusively that these cannot be made to reach a useful level of
acouracy if the only form-class information available is that given in standard
published monolingual dictionaries of English. However, if dictionaries con-
taining a much more elaborate form-class breakdown (into 100 or more sub-
classes instead of eight or ten) ever become available, it will probably be
well worth while to redo the experiment.

d. On semantic digital coding of vocabulary. Here again the research
was insufficient for firm conclusions, but it does appear that considerable
economies of storage might be achieved by such means if translation programs
could ever be rendered fully automatic.
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e. On the value of a randomly selected corpus for testing. Here:only
guessos‘m avaiiiblo; & priori sﬁoh & corpus gught to show up any deficiencles
in MT or IR prégrams, but ;ve have no evidence to prove this.

f. On the key-punching botf.leneck. It is obvious that no efficient ma-
chine program is possible without a really fast and accurate print-reading device.
| g. On dictionary codes. One of the most immediate and urgent needs is
& large fully coded dictionﬁ. i.e, one in which every potentially useful
fact of syntax and co-occurrence possibilities is indicated for every word,
except those for which the full range may automatically be determined from a
consideration of the affixes present,

h. On affix analysis. As implied in the preceding paragraph, affix
analysis routines have at least two strong utilities, both of which should
ultimately be used in any efficient IR program: (1) for reduction of the
diotionary, both in total entries and in need for separate hand coding; (2) for
automatic association of semantically linked words. The present proJject has
not fully exploited either of these as yet. Our reverse.alphabetised dic-
tionary and all other present and future reverse-alphabetised dictionaries
will be of essential utility in further work on such programs.

i. On FLEX, Here, again, we have only begun., So far, it appears
(1) that elements which are syntactically marked as heads are generally
also of more informational importance, and (2) that the grammatical subject
has a distinctly different informational role than the grammatiocal predicate,
It is possible, however, that for some types of transitive verbs (including
phrase.verbs consisting of intransitive verb plus prepositions the object
is informationally indistinguishable from a subject. For example, the
sentence "We enjoy spaghetti® may be equivalent to "Spqhotti_ pleases us”,
Furthermore, it is obvious that FLEX cannot be put to use until an antomatic



routine is avallable for determining the antecedents of all pronouns, other

than interrogative pronouns (here, e.g., interrogative "who" will be consideper

to be a perfect synonym for any personal name or desoription). Other progoots

have so far not come up with a solution for this problem, but it must be solved,
Jo On semantic matching., The need for more than indexes of synonymy

is 1llustrated by a sentence-pair like this: "This cobbler does poor work"

and "The shoes made by this man are inferior." Here we need to show that

"cobbler* somehow contains simultaneously elements which match both "shoes"

and "made®. Work has hardly begun on this point, and much more is needed.
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APPENDIX 1V - Anaiyzable Unit Schema

Unit Analysis Rules

item under considerstion,
P = item preceding I.
#1 and #P = unit numbers of I and P,

Bote: T

" on

Two daches are sald to be paired if there are no
colons, semi~-colons betwsen them and no parenthesis
(or an even number of parenthesis) between thenm,

O, ;n the rules which folleow, if I is the 1lst item in the sentence assume
P.—: O.

le If T is & left narenthesis, #I = #P + 1,
2. If P i. 2 rirhl parenthesis, #I = 4P 41,
2, If I is the “nd of paired dashes, #I = #P + 1.
4, If F is the 1st of paired dashes, #I = #P - 1,

5. Othe=riise, take #1 = 4P,

Pictures
=\ v Fl=FP+ 1
=) v #T = #P - 1

paired dashes 5 #1 = #P + 1

\
L]

o (] g+ Hi

i i

[ o

9] ja)

c* [
O
o]

of paired dashes =5 #1 = #P - 1
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APPENDIX VI - Form Subclass Codes

Noun Subclaag Codes

If an item belongs to the noun form class, then 03, 1, 17, 22, 23,
and 25 indicate that the item is a non-countable item. The following
table shows what noun subclasses are indicated by 01, 03-20, and 22-25,
An "X" in a column opposite a number indicates that the subolass indicated
by that number has the property named at the top of the colum. The lack
of an "X" indicates that the subclass does not have that property.

co UNCOUNT UL
03 X ' X
ol X D 4 X
05] X —X '
0 X X
X ~Y X
08 ) S X X
X X X
X X D 4 — X
11 X X b 4 X
2 X X X X
~ X X X "X
B X X X X X ) &
_%2 X v X X
X — ) SN 4
Y X X
1 X X X
19
X L — X X
X X X X X
X X
_T dates - .
1 X . X 1 X 1 1 X
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APPENDIX VI -- (Cont'd)

Vei'b Subclass o8

The following table is analogous to the one used to explain noun
subolasses:

o ;A: % 3, ;,. .
trars< B/V = transitivesNP transitive intrans- ocopul- transitive
itive verb = two objects +toiverb  Aitive ative <+adjective

X _
by , S
— X
X X - |
. 4 b 4 ) SR
__ X 3
X » X —
O X X X X
o9 X T 7
- 10 X
‘ Y X X —
! X _ X X
T X X X X
aux ariles
i do, oan —
‘f X X X X X
X
T =
P
2 X . & -
2 X | X X . . 4
2o X b SN §
2 X X X
2 B4 B4 X
; x . R l
i X X 1 X X
X ) 4 X — .




APPENDIX VI --(cont'dz

Pronown Subolass Codes

If an item belongs to tpe pronoun tom"“‘u. then:
01 = object pronoun
02 = &ubjoet pronoun
03 = ob:]ect/subjocb pronoun ambiguous item
0% = indefinite prenoun
05 = pessessive pronoun
06 = reflexive pméun
07 = English numeral

Adjestive Subolass Codes
If an item belongs to the adjqcun form class, then:

01 = indefinite article

02 = Arabic numeral

04 = definite article (= the, no)

08 = possessive adjective (inaluding his)



CEAMMOTER DESMIPTION PAMMERR.
1 Mfix of item 1
indicated ‘
2 Phrase classification 0 = alvays a phrase

according teo oertainty

3 Irregular tqm'
v Priority code
5 " Absolute breaker code

; = type of woertainty

0= not irregular form
1l = past tense other than 7 or 8
2 = past/present ambiguous

3s

b -pii.nmhr/plunl

5 = comparative

6 = superlative

7 = past participle only
.8 = past tense only

1 = nomn

2 = verd

4 = adjective

0 = no priority

1l = class B, breaker
3 = class A, breaker
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APPENDIX ~ -- Indicator Flow Chart
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APPENDIX XI -~ The Indicator Codes

0.
1,

2.

10.
11.
12,
13,
14,
15.
16.
17.
18,

19,
20,

v, V/a. 121

plural (N). 1.33

Cap. # beginning of sent., subj. Pr., 1.1, 2.1, 8.1, +1, =1, 2
V subclass 05, 08, 17, 4.16 |

singular countable (N). 1.42, l.44, 2.26, 8,10, 8.29

V, subject Pr, 2

present tense + §. A, AC, Z

thought, spoke, +14

Past (V) or pa-st' V and past participial adjective. +25, -5, Z

auxiliary, modal, copulative V. 1,12, 1l.24, 2.6, 2,18, 4,1, 4.7, 8.10,
8.24, 8,26, +12

"Believe® Verbs, 1,30, 1.40

(N), -ing. {.16

Intransitive f¥. 1.15

A, V = V subolass 06, 25, 27, 8.13

present V, auxiliary, modal, copulative V. 2,7
part of appear, consider. 2.19

two object V 1,23, 1.28, 4,16, 8.13, +21
V part of begin, continue, end, finish, open, stand, start, stop, 2.33

V part of begin, continue, help, keep, lie, send, sit, stand, start,
stop, try; worth, 2.

consisting, dying, speaking, talking, telling, thinking 2.21

V part of ascr%be. gttach, attribute, belong, cling, commit, convert
oppose, pertain, reconvert, relate, su§]ec§ 1.9, =12 ' '
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2l.

22.
23,

24.

25.

26,

27.
28.
29.
30.
3.
32.
33.
W
35.

(as nominal is) according, alien, amenable, antagonistic, attributable,
convertgsz. e

basic, complementary, contradictory, ivalent, .
foreign, hostile, inimical, liability, opposite, grom?fion{al).
reEardEsz. resistant, respect(s), sensitive, similar, supplementary.
109. -12

exercisegsz, methodgsz. Broceduregsz. techniguegsz as N's 2,9

accident, aim, art, capable, certainty, custom, device, difficulty,

ease, effect, feasibility, habit, hope, hopelessness, idea, impossi-
bility, incapable, interest, means, method, necessity, object, obli-

gation, possibility, practice, problem, purpose, question, result, rule,
sake, and their plurals. 2.30

cure, device, facility, fame, flair, machine, necessity, need, notoriety,
notorious, reason, talent and their plurals. 2.32

attributable, attribute(s)(d), belong, opposed, opposite, groggrtionfalz.
similar, subject(ed). 8.27

V # (ascribe, attach, attribute, belong, cling, commit, convert, oppose,
pertain, reconvert, relate, subject. -6)

modal, I, we, you, they, who., <6

A, V = subclasses of trans. V+ to + V,

(N), A, Pr. 2.3

singular N. 1.36

plural N. 11.21, 1.23, 2.12, 8,12, +22, 2

singular countable N. 1.19, 1.20, 1.29, 1.41, 2,22, 4.15, +18, +20
N, (A) 1.15

article, Pr/A, possessive N or A 2.2

A, N, subject or indefinite Pr. who, whoever, no one, it, you &.13
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APPENDIX XI gcon 'tz

0.
1.

2.

12,
13.
14,
15,
16,
17,
18,

19,
20,
2l.
22,
23.
24,

and, nor, or
N, object Pr. you, it. 4.16
possessive A, whose, 2,20

present V +s, P, 3

v, P. 1.18, 8,20, 8,21, +16

V, P, article. 8,15

V, P, poss, A. 4,21

vV, P, C. +20

V, N. 1.43

ing or past form adjective, 1.11, +20

D, A/D, A # (article, possessive A), XLOOKY4

poss. N, A, Pr/A. 1.28

A# ing. 1.3, 2.5, u.u,“t&o
V, N, article, Pr. 2

A, poss. Pr., his. -13

N, A. 1.13, 1.20, 2,29, +25, 2
D, Pr/A. k.24 |
D, A/D XIOOK2, 2

D, A/D, Pr/A (# another, each, no one, one, this;

these, those or numeral). XLOOK3

down, except, like, near, till., -9

feow

poss. N or A, article, 1.2, 2.28, 4.4, 8.3, +2, -6

V, Sub. Prcg &0 z
V, A, 1.9, +27
poss. N or A or Pr, whose, 4.5, +17

many, several,

V # (modal, auxiliary), N, Pr/A, P, obj. or indef. Pr., %
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25.
26,
27.
28.
29.
30.

32.

33.
.
35.

article, poss, A, Pr/A, indefinite Pr., whoever, no one. 8.13
down, near, still, well. -5

Pr/A. 2,37, &.21

art., A/Pr., poss. Pr., his, whose, that, which 1.29
another, each, no one, one, this 1.18, +15

Pr/A, that +15, +16

Pr/A, more, most. 8.15

another, sach, no one, one, this; few, many, several, these, thosey:
1.1

another, any, each, much, no one, one, other, such, this. 8.8
poss. or refl, or obj. Pr., it, you. 8.7
article, A/Pr, indef, or refl, Pr, more, most, very. +24



APPENDIX XI (con't )

0.
1.
2,

7.
8.
9.
10,

12.

13.
1k,
15.
16.
17.
18.
19.
20,
2l.
22,
23.
24,

with, between 2,31
that, which., &4.24
more, most. 8.3l

most, too. 2.25

comparatively, strikingly, too, Yery. 8.4

e Still, Wll. -7

art., subj. or indef., or poss. Pr, poss. A, plural N, proper N, verb,
more, most, that 2

article. 1.29, 2.3, 2.22, 4.2, 4.3, =3, -5

like, except. -6

since, until 2

P# to. 1.8, 2,24, 8,12, 49, 2

P#as. 4.9

(N), A. 4,20, 4.25

symbol, Arabic numeral. 1.24

symbol, Arabic or written numeral. U4.23

subj. or indef. or poss. Pr, who, whoever, it, you. 1.5
Arabic or written numeral. 1,29, 1.30, 1.33, +23
object or indefinite or poss. Pr, whoever, no one, it, you 1.6
object or indef. Pr, who, no one, it, you. 8.19

object or indef, Pr, more, most, it, you. 2.11

object or indef. Pr, no one, it, you. 1.27, 4.10, +3
N, object or indefinite Pr, you, it. +21

subj. or indef, Pr, who, whoever, no one, it, you. 4.8
subject or indefinite Pr, who, whoever, it, you. +5

N, A/Pr, indef. or subj. Pr, it, you.

-88-



25,
26,

27.
28.
29.
30.

32.

33.
y"o

35.

plural N or A/Pr or subj Pr, you. AC

indef. or poss. Pr, poss A, present A, dictionary A, such, gense,
reason., 2

indefinite Pr, who, whoever, no one. 2.13, 2.14
A, singular countable N, 2

indef. Pr, who, you. 8.20

object or indefinite Pr., it, you. 2,15

although, because, since, though, when; how, if, until, where, whereas,
whether, whilst; lest, till, unless, whenever, whersver, why. 1.25

although, because, since, though, when; as, how, however, once, so,
that, tht’xs, what, ‘whatover. whor;vor. b, 1§ ' ' '

after, before, besides, since, until. 2

although, because, since, though, when; how, if, until, where, whereas,
whether, whilst, while; what. .22, 8.5 ' '

after, before, since, until. 2
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PENDIX XII
The Search Routines

The ambiguity resolution routines require information about preceding
items and about following items., Before such an item can be interrogated the
programmer must first determine if there exists an item to be interrogated.

_ Usually the programmer considers that there is no such item in the unit ;i
punctuation is encountered. Therefore all of the routines exit NO WORD FOUND
whenever puﬁctuation intervenes between the item with which the search begins
gsearch item and the item looked for. For example, suppose we want to know if
the item in front of the search item is to. If the item in front of the
search item is a comma the exit is NO WORD FOUND, no matter how many words in
unit there are preceding the item. However, the address of the preceding (or
following) item is always given, whether it is a punctuation mark or not.
(This is to handle certain special cases,) If it is punctuation, the address
word has a negative sign,

The calling sequence for each search subroutine has the following format,

TSX  XLGPKY, b
A PIE  ATWR
B PZE  NWF
c PZE L 2]

Here X = P for searching left for a preceding item; X = F for searching
right for a following item,

Y = 1 means nothing is ignored,

Y=2 " adverbs and adjective/adverbs are ignored,

Y=3 " adverbs and adjective/adverbs and prunoun-adjectives
# (this, etc.) are ignored,

<

n

=
=

adverbs and adjective/adverbs, and adjectives # (article,
possessive).,
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For examplei FLIJK2 looks for the first following word which is not
an adverb or an adverb/ad jective.

Transfer is made indirectly to the address (say) "NWF" in "B" if
NO WORD FOUND,

If WORD FOUND (i.e. a word which the programmer will want to test)
transfer is made directly to "C" + 1.

BC" is always filled in by the search routine, Minus gero is stored
there if there are only ignored items between the search item and the begin.
ning or end of the unit, depending whether a PLYPK or a FLIJK is used, If
& punctuation mark is found, exit is made to "NWF® and its sddress is
placed in *C". |

"A" must be filled in by the programmer. The programmer must store
in "A" the first address of the text item record. "A" will always be

assembled as PZE**,
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APPENDIX XIII.-Typical Ambiguity Routis ' noun/verdb present tense

Rule C

Is the ambiguous woerd preceded (ignoring adv/prep and adj/proncuns) by a

preposition? If yes assign as a noun, If no, or if no word precedes, apply

BEGIN C+l
PRES . TR -0

S PART OF \ .o
SPTECH CF WORD
FCUND=PREP

next sequential rule,

2)GIVEN WORDeAMBIG.WD.

TORE C IN RUIR #

ND "NOUN" IN PART HMAIN
CF SPEECH FOR ‘ CCNTROL

AVBIGUOUS WORD UTI

*P3 = PLEPK3 (see Appendixx XII - The Search Routines)
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APPRMDIX XIV . The Ambiguity Routines

Present VYerb-Neun Resclution
Note W = word, P = ous , T = word, (P) = previeus word,
ignoring adverbs and adverb-sdjectives, /P/ = sams as (P) but also ignoring all
adjective-pronouns exoept tids, each, another, ons, thesy,those, seversl, many,
few, no_ons, and English numerals.

1, Is W eapitaliged and not the 1st word in the sentence?! If yes, take W
as NOUN, ’

2. Is [P/ an article, possessive N, or possessive adjectivel! If yes, take
W as NOUN, : ‘

3., Is (P) an adjective ¥ ing? If yes, take W as NOUN,

4, Is (P) a modal verb? If yes, does W have 8 as affix (final)? 1If yes,
take as NOUN; if no, take as VERB,

s, Is (P) a subject, indefinite, or possessive premoun, you, it, who, op
whoever! If yes, take as VERB.

6. Is (F) an object, indefinite, or possessive pronown, you, it,no one,
whoever? If yes, take as VERB, .

7. Is (F) = of? 1If yes, take as NOUN.
8, Is (P) a preposition # to? If yes, take as NOUN.
9. Is P=te?! I yes, is W a+s (1.0, has it the affix s)? If yes, take as

1% no, see if PP = (as nominals) acoording, alienm, na

‘t e. ‘t bl’, blﬁic, PN DOT! AXA g ﬁ’

' » J »
) ion, onal
se Yo, S , O or
of as
29, yos,

no, as

10, Is (P) = to? If yes, is W a+s, If yes, take as NOUN,
11, Is P = that?! If yes, is (P)P a verb? If yes, take W as NOUN; if no, is
(P)P an -ing or past form adjective?! If yes, is (P) (P)P an awxiliary?
© If yes, take as NOUN, If no, is PP a preposition? If yes, is W-ats? If
yes, take as VERB; if no, take as NOWN,
12, Is (F) an auxiliary, modsl, or copulative verb? If yes, take as ¥Oum,

13. I= (F) a past tense/adjective? If yes, is (P)(F) something which may be
a nown or an adjective? If no, take as NOUN,
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14,
15.
16,

17.
18,

19,

A,

22,

25.

26,

27.

28,

Is (F) a verb? If yes, is W intransitive as verb, If yes, take as NOUN,
Is (P) an intransitive verb?! If yes, take as NOUN,

Is F a candidate nown or an -ing? If yes, is (F)F 2 verb? If yes, take
as ROUN,

Is (P) = to? If yes take as NOUM.

Is (P) = this, ea _un;tbg; one. one, these,those
fow? If yes, is sition or verb! If yes, tcﬂ_oﬁwﬁ? no,
1o W a+a? If yus, 13 (P; s, sach, another, one, no one? If yes,
takoasm:um,hkoaa ifWismtﬂ. 1s P, = this, each,
another, one? Tf yes, take as NOUN. If no, take as VERB,

Is P a singular countable noun?! If yes, are there (if anything) only
adverbs, adverb/adjectives, adjectives t ¥ article possoasivo adjective),
and et‘mr singulor. qomta.biefmuns between P and £he next Previous
punctuation? If yes, take as NOUN,

Is Wat+s? If no, is F a singular countable noun? If yes, if FF a noun
or an adjective? If no, take as NOUN, -

YT a plural nom? If yes, is (F)F a verb or verb/adjective? If yes,
take ambiguous item as NOUN,

Is P a noun? If wes, is (ignoring Adjectives alao) (P)P a verb? If yes,
‘ake W as NOUN,

Is (P) a plural noun? If yes, is Previous Verb a two-object verb? If
yes, take W as NOUN; if no, take as VERB! if no previous verdb, take W
as VERB.

Is (W) first word in unit? If yes, has W +s? If yes, take W as NOUN;
if no, see if F is an Arablic numeral or other symbol?! If yes, take W
as NOUN, If no, is there a Following Verb?! If no, take W as VERB;
if yes, see 1f verb is auxiliary, modal, or oopulative. I1f yes, take
W as NOUI.

Is P = altho tho because, how,if, le o iU
mbl, %ﬁp oy A m&%‘ %ﬁ Silst, hereas,
SRR et etler

Is (F) an adjective? If yes, is F(F) a preposition? If yes, take as
N

Is (P) an object or indefinite pronoun or no one? If yes, is (P)(P) =
let? 1If yes, take as VERB,

Is (7) an adjective, adjective/pronown, or possessive noun! If yes, is
there a verb between W and the Previous punetuation? 1If yes, is it a
two-object verb? If no, take as VERB, If there is no verb, take W a:
VERB,
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29. Is (P) an English numeral? If yes, is Wis! If yus, is P(P) a singular
countable noun? If yes, is PP(P) an article? If no, take as VENB; if
yes, or if P(P) is not a singular countable noun, take as NOUN,

30, Is (¥) = that?! If yes, is (F)(F) & candidate verb? If yes is Wa verd

which takes & that-clause as object (1.0, 2 Yoelieve® verd)/ 1If yes,
take as VERB, K

1. If (F) an Bnglish mumeral? If yes, take W as VERB,

32, Is W capitalized? It yes, take as NOUN,

33, Is (P) an English numeral? If yes, is F a noun candidate? If yes, is
F a plurel nown candidate? If yes, take as NOUN; if no, see 1 TP is”
a plurel noun candidate? If yes take as BOUN; 4f no, see if P(P) is a
singular countable noun. If no, take as VERB; if yes, take as NOUN.

3%, Is Ws? If no, is (P) an adjeetive? If yes, take as NOUN.

35, Is W atyl If yes, is (P) a nom? If yes, is P(P) ax indefinite article?
If yes, take as VERB, h

36, Is W ats? If yes, is P a singular noun? If yes, isFa singular nown!?
If yos, take as -m. ‘

37. Is W first word in wit? If ye;, take as NOUN,

38, 1Is P an adjective! If yes, tuke as NOUN.

39, Is P = that?! If yes, take as VERB,

40, Is (F) = that? If yes, is F(F) a preposition, If yes, take as VER;
1f no, see if W is subolass 07, 08 10.12, 14, 19, 25, 28-32 (i.g.
"nelieve® verbs). If no, take as NOUN, If yes, take as VERB.

41, Ignoring everything but puetuation and verbs find Previous preposition,
If found, see if this 1s only Followed by singular countable nouns or
adjectives ¢ (articls, possessive adjsetive), If jms, take as NOUN,

42, Is (P) a eonjunctimm? If no, go to AND CONCORD, If yes, is F a prepo-
sition?! If yes, migh W be a singular sountable nomn?! If yes, take as
VERB; if no, see priority, If no priority, go to AND CCOMCORD,

43, IsP a coma? If yes, 1s F a commu? I yes, 1s PP a nomn or verb?
If yes, take same ae PP,

hiy, Is P a comm? If yes,isFa prepositiont If yes, is W a gingular
comtsable noun candidate?! If yes, take as VERB; if no, see prl.o_rity.
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I. 1If there is a priority, take acoordingly as NOUN or VERB,

II, Find Preceding verb, absolute breaker, or punctuation, or begimning of
wnit, ecall this (P,B,). Ignoring everything else, find first subjeects*
or preposition Fellowing this (P,B.), oall this S, If S, is a prep-
ositien, take W as NOUN, If S is a subject, go to A, .IY neither is
found, go to III, - :

A. Is (P,B.) a verb? If yes, is W a+s? Tf wea, is (F) a plursl nowmn
candidate? If yes, take as VERB, if no is (F) & candidate verb?
If yes, take as NOUN, if no, go to part A of AND CONCCRD,

1, Is (P,B,) of subalass 08, 09, 12, 19.22, 26-30 (trans. + to +
verl)? If yes take as VERB, If no is (P,B.) an awxiliary?
If yes is (F) (P.B,) an adjective with the above verb subclasses?
If yes, take as VERB. .f no, go the AND CONCORD,

B. Does and, or, or nor ecour between (P,B,) and W? If no, 15 S a
plual¥ I%Syes, Is W plural as nomn? If yes, teke as NOUN; if ne,
take as VERB, If S is not a plural, see if W is plural as noun,
If yes, take.W as VERB; if no, a's NOUN,

IIT. Take as NOUN,

* subject = nown, sub‘)eat pronouns (2+3), indefinite proneuan: and e
adjective pronoun,

!
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AND CONCORD

Is there a Preceding Verb, P, V,, in tle wnit? If no, take as NOUN,
if yes, is P, V, a present tense + §? If yes, is W atg? If yes, take as
NOUN; if no, take as VERB, : :

Ae Find the first ma’“. S, Pﬂﬂdm P.V.

1, If no subject found, take W as NOUN
2. If sudbject found, look for preposition, P, Preceding S
(ignoring everything but prepositions, verbs, pwnctuation,
and absolute breakers). If no P, do oonoord® with this subject.
3. If P found, look for first subject preveding it and go back

tos‘hpl.
*goneord
. ml'ubj‘ﬁt‘!'ooo‘.'w&*g W NOUN
non plural lubjoot+...+Wa+_8_ W= VERB
plurel subject + . . . + W not a+s W= VERB
non plural subject + . . o + Wnot a +3 W= NOUN



1.
2,

3e

Se

é.

7o

8.
9.

10.

12,

13.
14,

Present Tense/Noun Ambiguities Pictures

Note: "+¥ = immsdiately next word; *(+) = naxt word disregarding
&:.;( u:;ll u{!.:;rb-udm Jeotives; .'I+£:p: same as (+)mao
ective-pronouns exoep! s, each a ons
ote.:mamimmim;()mw%ﬁmn + mans
Yeandidate tor" M® = NOUN; *V" = VERB; "A" = Adjective; "D" =
ADVERB; eto; ¥ = unit bowndary, )

W = capitalized # lst word in sentence W = NOUN,
art,

poss, X [+ »W = XOONM

poss, A

A # ing (+) Wo W = NOUN

Moddl v(w)w-u-;-m-uom
Modal V (+/ W # ats9W = NOON

subj, '
indef,. }Pron, you, it, who, whoever (+) WW = VERB
poss, ’ _

. Objo
W (+) indef, } Pr,, you, it, whoever, ne ones W = VERE
! poss.

W (+) of » W = HOUN
Prep # to (+) WHW = HOUN

to + W= a+s W { NOWN -
acoording, ete, + to + W ¥ ats W = NON

Ve asoribe, eto. +ee.tto + W ¥ + 8 DW = NON
to_‘-t- W # ats $W = VERB
to (+) W = dbg W = HOUN
V (+) that FWs = Now
awx, V. (+) A= "ed® or "ing® (+) that + WaW = NOM

Prep, + that + W = a+s9 W = VERB
Prep. + That + W ¥ a+s$W » NOW

aux,
W(+) modal VoW = ROUN

W (+) "ed" (+) 'nouu or ADJ,$W = NOWN
W intran, (V) (+) VERB9W = NOUN
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15, V = intran, (+) W>W = NOUN

16. T }
w+linfy (+) VoW = NOUN
Wing® '

17. %o (+) VoW » NOWN

18, Prep
v + this, eta, (+) WoW = NOM
this, ete, (+) W= ats $W= VERB
these, ete, é-t-g W= ats®Ws NON
s, sto, +) W ¥ ats HW = NOUN
these, ete. (+) W f atsW = VERB
19.

' ¢
punotuation + { ADV/ADJ o o o sing, count W + WoW = NOUN
" (A # art,, poss. A, ‘

20, W= ats + sing, count ¥ + f{l}sw- nom

A, W+plur, § (4)/aj F W= RO

22 V (ignoring A's) (+) N+ W » W = NOUN

23. V= two .bd. o o0 pl\lr.n(-l-g W?W-lm
V¥two oble o o o Plur, N (+) W3W = VERB
*;m ...plur.l(-r)w#W-m

ﬂ‘. _,.W- 2> W = NOUR
: Eiz LK ::é {1y} >¥ = NowN

'("' W!‘ﬂg-o.MVOOﬂrS...f$ﬂﬁm
aux,

$(+)Wehats o . o{modal } V = W= NOW
oopul .

25, although, et. + W W = NOUX
26, W (+) A + Prep3W = NON

27. obj.
1st (+) Mof.} Pron, no ons (+) W5W = VERB

Y ¥ two obj. A
28, m“uti“looo { \}ooo'("') {A’PMS ?“‘m
! poss, N

no verb ocours



3.
35.

37
38,
39

ko,

k1,

he,

k3,

s,

# art, - sing, comt, l‘l}'{::;w}(-l-)waa_s_ = W= VERB

# art, - sing, count, N + 1 (+) W= atg =W = VERB
art, + sing, comt. W, + Numeral (+) = W = a+g =>V = KOW
Sumeral (4) W= ats => W = ROWN

W= a "believe®(+) that (+) (V) => W = VERB

W (+) Nemerals W = VERB

W = capitalized > W = NOUN

Numeral (+) W + plural (N) =»> W = NOUN

Numeral (+) W+ (N) + plurel (K) - = KOUK

# sing, comt, ¥ + Numeral (+) W W = VERB
sing, count, N + Numeral (+) W 2>W = NOWN

A (+) W # a+ts > W = HOUR

indef, art.+n(+)w=afga»w=vm8

singe N + W= a+s -+ slug, & W = VERB

¢+ W > W= KON

A+ W > W= NON

that + W 3 W = VERB

W (+) that + prep. 9 W= VER3

W# V subel. "osileve T+) that + f prep. 3 W= HOUN

v —3 orap 4 (A ¢ poss. A, art., et
pmctwtim). t e S’\_m. cm. nouns

Gmlj. ("’) W= Singo wm";o (5) - mpq%“ = Vm

conj, (+) W+# sing, comt. (#) + prep. < Go nscordingly %o priocvity
(S0 priority, go to AMD COROUR:)

e
}* W oW = KON

N4+, +W+, W= NOW
V4, + W+, =W+ VERG
» W= sing, comt, (§) + prep, = V¥ = VERB

» W# sing, cowt, (0} + prep.,o8s aconrding to priovity
{No prisily, go to mext ruls)

ot 00



[ofv [0} we t0 gO
(NOTEB: For definition of ¥(P,B.)", ¥S* and "subjeoct® see write up of CONCORD,)

I, W=priority= 0 0o to II, Priority=1 W= NOWN, Priority= 2 W = VERB,

II. Pono;ooos’m =2 W= NOUN
PeBe) ¢ ¢ « S = subject > Go %o A.
(P.B.)...MSfoUﬂ.o.W'PGotomo
Al (P.B. =V...H-+a(+;p1ml(l)'9il-0ﬂ3
Pono ‘v.OQQW'+B(+ (V) Q""Mo
P.B. BV...WH-H > go to A of AMD CCHMCORD,
B. %P.B.i...saﬂuﬁ...gmm.gr_.yr_ ...w:;nzilisw-mm
PBa) oo o S=plual o » . (N0 s OF, NOY ooowipl W = VERB
...S'/plural... no s O, NOPr co.w-Pl M)W = VERD
(PoBo ooos*PIWQoo MM'QQE OOOW* m'(ll)vwslloml
mo W = NOUN
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AND CONCORD -. to go with RTNEAA

'0 P (noverb) o o @ G@nj. (+)w§w3 NOUN
"o * o ("")vo o e cm. (+)Waa+g-bW-lOW
$o.0o(H)V ... Oomi. (4) W# ats 3W = VERB

A,
1. f..o(nosubdoc'b)...V...G(-P)W'PWUION

2, (no prep. ccours) . . , subject . . o W3 M1l Concord*
with this subject

3. Repeat

* as in CONCORD IIB.

@02

see A4L



1.

2,

3
4,
5.
6.
7

9.

10,

11,

1z.
13.
14,
15.

16.

17.
18,

APPENDIX XIV (cont. )

=ing Ambiguities Rules

NOTE: F(F) means "word following (F)", where (F) means "word
following W" (= ambiguous item), ignoring adverb/adjectives
and adverbs. ‘

P* is 1ike (P) except that it also ignores adjectives

Is W capitalized but not the first word in the sentence! If yes, take
as NOUN.

Is (F) an article, pronoun/ad jective, possessive adjective or possessive
noun? If yes, take W as VERB,

Is (P) an article! If yes, take as ADJ.

Is P = very? If yes, take as ADJ,

Is (P) = adjective (# ing)? If yes, take as ADJ.

Is (P) an auxiliary, modal, or copulative! If yes, take as ADJ.

Is (F)-a: present tense verb, modal, copulative or auxiliary?! If yes,
take as ADJ,

Is (P) = during? If yes, take as ADJ, °

Is F = methodgs}, grocedure(s). excarc;aefsz. or techn;gegsz? If yes,

take as ADJ,
Ts W almost always a verb (i.e. a L.D,P,)?! If yes, take as VERB.

Is F an object or indefinite pronoun, more, most, you, it? If yes,
take as VERB.,

Is (P) a plural noun?! If yes, take as VERB.
Is P an indefinite pronoun, who, whoever, no one! If yes, take as VERB.
Is F an indefinite pronoun, no one, who, whoever? If yes, take as VERB.

Is (P) an indefinite or object pronoun, it, you?! If yes, isF a candi-
date noun? If no, take as VERB.

Is F = itself? If yes, if FF a verb? If yes, is (P) a noun? If no,
take as .

Is F a reflexive pronoun? If yes, take as VERB.

Is (W) the first word in the unit? If yes, is next verb candidate part
of auxiliary, modal, or copulative? If yes, take as ADJ.
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19.

20,

21,

22.

23,
24
25,
26,
27,
28,

29.

30.

31.

32,

33.

35,
36,

Is P = as? If yes, is F punctuation or as?! If yes take as ADJ; if no is
F an adverb? If yes, take as XDJ; if no, see if Previous Verb is part of
appear, consider, If yes, take as ADJ,

Is (F) a possessive adjective or whose! If yes, take as VERB,

Is (F) = of? If yes, is W = consisting, speak alking, telling,
thinking, TIf yes, t;ke as VERB; if no, take as J. '

Is P a singular eountable noun? If yes, is P*P an article? If no, take as
NOUN,

Is F = due to? If yes, take as NOUN,

Is (F) = preposition (# to)? If yes, take as VERB,

Is P = most, too? If yes, take as ADJ,

Is F a singular countable noun candidate? If yes, take as ADJ,

Is P a verb? 1If yes, take as ADJ,

Is P a possessive noun or possessive adjective? If yes, take as ADJ,

Is W intransitive as a verb? If yes, is F a noun or adjective? If yes,
take as adjective; if no, take as VERB,

Is (P) = oft 1If yes, is P(P) = ggg;%gg& , capable, certajinty,
custom, device, difficulty, ease, effect easigilitx habit, hope,
hopelessness, idea, impossibility, inoapgb;e. interest, means, method,

necessit objec obligation, possibility actice gggglem se
guesﬁion,'result, rule, sake ér their plurals 1 y;s. ake ;s %ﬁﬁ%; '
if no, as ADJd,

Is (P) = with, between? If yes, take as ADJ,

Is (P) = for? If yes, is P(P) = cure, device, facility, fame, flair
mme.mwwn,n&dnﬁwmf &Eﬂw&rummtﬁ éorﬁﬁr
plurais? ~If yes, take as o

Is (P) = by? 1If yes, is (P)(P) part of begin, continue, end, end up, finish,
finish up, open, start, start out, start up, stogf it yes, take as VERB,

Is (P) a preposition? If yes, is F a punctuation mark? If yes, take as
ADJ,; Af no, is F an adverb? 1If yes, take as VERB; if no, see Af F is a
pronoun, adjective, or candidate noun., If no, take as ADJ; if yes, see if
FF is a preposition, If yes, take as VERB; if no, see if P(P) is a verb,
If yes, take as ADJ,

Is F a candidate noun? If yes, is (F)F a verb? If yes, take as ADJ,

Is (P) = let? If yes, take as ADJ,

~104-



37.
38.

39.

b1,

NOTE:

Is (P) a pronoun/adjective?! If yes, take as ADJ.

Is (P) a conjunction (i.e. and, but, or, nor, than) or a punctuation
mark? If yes, is F a noun? If yes, is P(P) an adjective? If yes,
take as ADJ.

Is (P) a punctuation mark or a conjunction?! If yes, 1s P(P) an -ing
word? If yes, take same as P(P).

Is F a punctuation mark?! If yes, is Previous Verb part of begin,
continue, help, keep, lie, send, sit, stand, start, stop, try, worth?
I yes, take as VERB; if no, take as ADJ,

Take W as VERB.

1) No search crosses a punctuation mark.
2) -ing's resolved as VERB are also set as ABSOLUTE BREAKERS.
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-ing Ambiguities Plctures

1. W= capitalized # first word in sentence => W = NOUN
2. 'a.rt,

pron/A
W) Poss. A. = W= VERB

Poss, N.
3. Art, (+) W=> W= ADJ,
b, Very + W = W= ADJ.
5. A#ing (+) W= W = ADJ.

6. Aux,
Modal (+) W=> W= ADJ,
Copula, :
7. " Aux,
Modal S =
W o+) Copula. W = ADJ.

Present Tense V.,
8. During (+) W=> W = ADJ.
9. W + Method(s), etc. => W = ADJ.,
10. W= "funny word*=> ¥ = VERB

..,r'.
W Zgg;fprﬂ- ‘4 more, most, you, j_._'g} = W = VERB
L] L)

12, Plur. N (+) W= W = VERB
13. indef, Pr.

who, =
whoever, + W > W= VERB
no_one

14, indef, Pr.

W+ ﬂ!;m,. = W = VERB
DOQBO

15. indef, Pr.
ObjJ. (+) W+ # (N)= W= VERB
it, you
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16.
17.
18,

19,

20.

21,

22.
23.
24,
25,

26.
27.
28.

29.

# (V) (+) W+ itself + V=> W = NOUN
W + Refl, Pron.=> W = VERB

aux.
W=1lst word inunit . . . (V) = modal

copula.

s+ W+ punctuationf > W= ADJ.

as
as + W+ D= W= ADJ,
V=

Hm
:gnsigér“+ “’+9‘-§+w+*{
W) {;ﬁ::;"} > W= VER

W = consisting, etec. (+) of <> W = VERB
W # oonsisting, etc. (+) of = W= ADJ,

# Art, +* Sing. Count. N + W % W = NOUN
W + due to = W= NOUN
W (+) Prep # to => W = VERB

g—;i} +W=> W= ADJ.

W + Sing. Count. (N) = W = ADJ,
V+W% W= ADJQ

pos. X3 e s =ML

W=inte, (V) + /0, 5 W= ADJ.
Weintr, V) +# {X; > W= vERs

accident, ete, + of (+) W & W = VERB
# accident, etc. + of (+) W= W= ADJ.

with, between (+) W » W = ADJ.
oure, etc, + for (+) W = W = VERB
begin, etc. (+) by (+) W=> W = VERB
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adverb, as
punctuation

}% W = ADJ,

} = W= ADJ,



.

Prepo ("') W+ moto@ W= ADJ,
Prep, (+) W+ D <> W = VERB

Pron,
Prep. (+) W+ ¢ { A}’=7 W = ADJ,
N

Prep, (+) W + ' {ng}
A, +Prep = W= VERB
N

Verb (+) Prep, (+) W+ (Pron., & N) = W= ADJ.
W+ (N) (#) V=> W= ADJ,

Let (+) W = W= ADJ,

Pron/A (+) W = W = ADJ,

A + Conj. or Punct, (+) W+ K => W= ADJ,

= ing (+) oonj. or punct, (+) W > W= Previous ing
V =Dbegin ete, + . . o + W+ Punct, W = VERB

V # begin etc. + . . . + W+ Punct, 3> W= MDJ,

W = VERB



1.

2,

3.
b,

5

6.

7.
8.

Fe
10.

17.

APPERDIX XIV (oomt'd,)
Past Tense ective 8
¥OrE: (P) = previcus word, ignoring adverbs and M/dduﬁna
F = fellowing word
Be,
Is W an suxiliary, modal, or copulative? If yes, is (P) an awxillary,
medal, or copulative?  If yes, take W as ADJ,: if no or if (P) is pune-
'cutien. is W auxiliary or modal? I yws, take as YERS,
Is (P) an article! If yes, take as ADJ,
Is (F) an article? If yes, take as m.

Is (P) a possessive adjective or posséssive nown, or an zdjective (# ing)?
It yes, take as ADJ, _

Is (P) a possessive noun, possessive pronown, possessive adjestive, or
whegse?! 1If yes, talke as VERB,

Is (P) = very? If yus, take as ADJ,
Is (P) un awdiliary, oopulative, or modall! If yes, take as ADJ.

Is (P) un indefinite o3 subject proncim, whoever, np ope, Ak, youi
If yos, take as VEFR, ' By vab I

Is (P) a preposition ¢ as? I'Z‘ ve:, *ake as AN,

Is (!‘) an indeZinite or objwt prenown, no one,you, it? If yes, take
ss VERB.

Is(F) a reflexive pronoun? If yus, take as VERB,

. Is (F) a prepasilion? IY yus, tss as VERB,

Is (W) the first word in the wit? If yes, is T on adjective, nown, sukject
or indefinite proneun, i%, or you?! If yes, take as ADJ.

I F a candidste nom? If yos, is (M1 a verd? It yeu, take as ADJ,

Is ¥ a singular comntahla nom? If yes, is FF & nown condidate, If uc,
of Af FF i3 punctuation, take as'ADJ.

Is (P) a nown, cbject pronown, or 1ttt If yms, is é ; (P} a rord sutoln:
05, 08, or 171 If yes, lake as .: 1€ no, see 4f (P)(P) 18 « ric objest
verby if yes, is F a candidate noun? If ves, take as AV,

Is W capitalized bui no* the first wrd in the santencet! If yes, take
W as NOUM,

102



7.

18,

19.

20,

a.

22,

23,

%,

25.

Is (P) a noun? If yes, take as VERB,

Is (P) = as? If yes, is F = as? If yes, take as ADJ,

Is (P) = although, because, since, M; h

8o, thus, wha 7, :vhomor.-iﬂ% 3 Fpma!thn
IT yes, o8, take as VES.

Is (P) a verb? If yes, is T a candidate noun or an adjective?! If yes
take as ADJ,

Is (P) a pronown/adjective? If yes, is (P)(P) a verb, prepositiemn, or
possessive adjective? If yes, take as ADJ,

1 0, e s s o 14 s
’.30

Is (F) an English numeral, Arabic nmwmeral, or other symbel? If yes,
take as VERB,

Is (P) = that or which?! If yes, is F an adjective/pronoun or adverb
or pmotuation? IT yes, take as VERB; if no, take as. ADJ.

Take W as VERB,

»13.0-



1.

$

2.
3
b,

Se

6.
7e

8.

9

10,

1.
12,
13.

1s,
15,

Past Tense Adjective Asbiguities Plctures

auxiliary auxiliary

modal (+#) W= /[ modal

copulative copulative
suxiliary - auxiliary

modal (+) W {mdal } »
oonulative

punc,

article (+) WD W = ADJ,
W (+) article W = VERB

possessive noun
possessive adj. (+) W9 = ADJ,
adjective (¢ g;)k

pess, noun
W (+) { Pome e b = e VR,
whose

very (+) W W= AN,
auX,
nod.} (+) W W = ADJ,
oD, ’

indef, or subj, Pre )
who, whoever, it J (+) W W = VERB

Jou, o _one

P#as (4) W=>W= ADJ,

W () {m;;;gg?r-} > Ve

W (+) reflexive Pr, => W = VERB,
W (+) preposition «» W = VERB,

f} (4’)“'* {indof.ornbj. Pl‘o‘o}?'.m.

Neo it, you
W4 N)+V V=D,

W + sing, comnt, N, + (4 (W) ) =» W= A,

} > vem,



16,

17
18,
19.

20,

a.

23.

%,

v ={subclass (+) Gbject Pr. } (+) W>W = ADJ,

05, 08, 17 N, you, it
two object V (+) { ;b"’g; Pi't} (4) W+ () > W= ADJ,

X (+) W > W= VERB

g_s_(+)wf!-g._s_ » W= ADJe

%&,?ﬁ;,% :%? ’n} (+) W + pumoetuation=» W = VERB,
hstaver. wherever, That, a5 -

Ve (#) W +{(§)} W = ADJ.

gosl:: Ao } (+) Pr/A (+) W9 W = ADJ,
al be , ince, when though,
?n':tho %'%’;o (+) W+ (N)=> W= ADJ,
T while, whilst, _
English numeral
W (+) Arabic no, > W = VERB,
thet ’
which W D W = VERB
& N <\pmcbuation 3 i
that | [ Px/a
mal W D W = ADJ,
——‘k AR )\pm«xbuation B >

«112=



APPRDIX XIV (ocont'd,)

Present_Tense Verb/Mjective Rules

NOTE: F(P) = word following (F)
(F)" = word follwoing W, ignoring adverbs and adverb/adjectives
= same as (7), but also ignoring Adjectives (articles,
possessives ‘ \

1, Is W capitaliged but not the first word in the sentence? If yes, take W

2,
3

b,
L

6.
Te

8.

9
10.
1.
12,
13.

14,
15.

16.
17.
i8,

as NOUN,
IsWa+s (L0, doss it have an s affix)? If yes, take as VERE.

Is (P) an article, possessive noun, or possessive adjestive! If yes,
take as ADJS,

Is P = comparetively, too, stricingly, yery! If yus, take as ADJ,

I P) = alth v be ) ] how, if, ) ]
I () - e b, Fie RP B O SR B
Is (P) a subjeet pronomn? If yes, take as VERB,

Is (F) a possessive or reflexive or object prenomn, it, yeu? If yes,
take as VERB,

Is (P) = a.nothorbﬁg.uoh. much, no one, one, other, such, this?

If yes, as . ' '

Is (P) a modal verb? If yes, take as VERB,

Is (P) an auxiliary or oopulative verb?! If yes, take as ADJ.

Is P = not? If yes, take as ADJ,

Is (P) a preposition (=/ to)? If yes, take as ADJ.

Is (P) a verdb subolass 06, 25, 27t If yes, take as ADJ; if no, see ir
(7) is an article, possessive adjective, pronoun/adjective, indefinite
pronoun, yhoever, no ome, If yes, is (P) a two object verb? If no, take
as VERB,

Is ¥ = oft If yes, take as ADJ,

1d P a promoun/adjective, more, most! If yes, is (P)P a prepositien,
verb, or artidle? If yes, take as ADJ, -

Is ¥ an adverb? If yes, take as VERB,
Is (P) an intrensitive verb? If yes, take as ADJ,
Is (P) an adjective? If yes, take as ADJ.
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19. Is (P) an object or indefinite promoun, no ome, whoever, it, you!
If yes, is (P)(P) = let! If yes, take as VERB,

20, Is (P) an indoﬁnite pronoun, wio, you! If yes, is (P)(P) a prepesi-
tion or a verb? If no, take as vmg

2. Is (P) a plural newn, If yes, is there a preposition or a verb preceding
(P)? If no, take as VERB; if yes, is the Preceding Verdb intransitive?
If yef} take as VERB.

22, Is F a verb? If yes, tuke as NOUN,

23, Is W the first word in the unit? 1If yes, is F an Arabie x}unral? It
yos, take as VERB,

24, Is W the first word in the unit? If yes, is there a Following Verd
candidate, ¥, (V.) in the 'mit? If no, take W as VERB; if yes, is I, (V.)
a modal, copulative or auxiliary? If yes, take as ADJ,

25, If Fa oandidate noun? If yes, is (F)F a verb! If yes, take as ADJ,

26, Is (P) a punctuation mark? If yes, is F a noun? If yes, is the FJollowing
Verdb a modal, copulative or awxiliary? If yes, take as ADJ,

27, 1Is P= to! If yes, 13 PP = attributable, attribm s)led), belong,
m.h',g‘; opposite, proportion(al), simflar, subject{ed)¥ If yes, take

28, Is (P) = to? 1If yes, is there a Preceding Verb in the unit? If ne,
take as VENB

29, Is ™ a sing. count. noun cundidate? If yos, is FI™ a nown candidate?
If no, take as ADJ.

30. Is (P) a oonjunotion (i.e, and, or, nor, but,tim) or punetuation? ‘ If
yes, is P(P) an adjective?! “IF yus, Take as A,

A, Is P = more, most? If yes, is PP 2 gonjunction? If yes, is PPPan
adjectiveT  IT yos, take W as ADJ. ’

32, Is (W) the first word in the unit? If yes, take as ADJ,

33, 1s (P) punctuationt If yes, is (¥) pmotuation? T2 yes, is (P){P) a
verb? If yes, take as VERB; if no, take as ADJ,

3%, Take W as VERB,

w1l



Se
6.

7o

1L,
15.

16.
17.
18,

‘ \
Ad;oetive[!’rount mw_m
A1l searches start with W,
article
poss. Noun (+) W W = Adjective
poss., Adj. .

} +W F W= AN,

(nthogh’ * o o 9 .t}o_w' o & o 9 mt) (+) W?wg AI‘J-
subject Pron., (+) W= W = VERB

poss. Pro.

reflex, Pro,
W (+) Gbject Pro. = W= VERB

it you
(moth‘r, e o o _thi_-’_) (+) W=Ws= ADJ,
modal V (+) W»W = VERB

auxiliary
copulative

not + W W= ADJ,

(+) W W= ADJ,

(V gubclass 06, 25, 27) (+) WP W = ADJ,

article
poss. ADJ,
# two object V (+) W (+) Pr/adj. $W = VFRB,
indef, Pr.
vhogver, 5o ope
W4 of P W= A,

P Pr/A

v } (+) _-g_x;j (+) WDW = A,

‘rt. ”.t '

W + adverdb W = VERB,
intrans, V (+) W=> W = ADJ,
A (+)W9 W = ADJ,
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bj. or indef, Pr.

[+} i =
19, et ) (Rl or et P +W D W= VERB

20, P indef. Pre) iy u u '
v} (+) {who, you } (+) W => W = VERB

v,+...+p1uralN(+)W:=)w=V’ERB
intrans, V%, , . + plural N (+) W=> W = VERB
22, W+ V=>W= NOUN
23, (W= 1st vord in unit) + Arabic mumeral => W = VERB
24, (W=1st word in unit) + . . . + # (V) = W = VERB,
modal
(W=1st word inunit) + ., . . + ) cop, ! = W= ADJ,
aux,

25, W+ (N) (+) V= W= ADJ,
: : modal

26, Punct, (#) W+ N+, , . + cop.} ‘= W= ADJ.
aux,

27. (attribute, . . . , subjected) + Lo + W.= W = ADJ,
28, noV+ ... +to(+)W=>W=VERB,
29, W (+)* sing, count. (N) +#(N) ~> W = ADJ,

2. A+ [l?;;mt.} (+) W= W= aADJ,

1., A+C+ {;‘%"{ } + W= W= ADJ.

32, V (+) Punct, (+) W (+) Punct.= W = VERB
#W (+) Punct, (+) W (+) Punct, = W = ADJ.

33. W = VERB
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APPENDIX XIV (con't.)

1.

2,

3.

7.
8.

9.
10.

11.
12,

13.

14,

15,

16,

17.

18,

Past Tense . No : 8
Note: (F) = Following word (ignoring adverbs + adverb/adjectives).

Is W capitalized and not the first word in the sentence? If yes, take
W as NOUN,

Is (P) an article, %ssosuve noun, .or possessive adjective?! If yes,
take as NOUN.

Is (P) indefinite or oSJoct pronoun, no_opse, it, ut If yes, is (P)(P)
= let, If yes, take as VERB, =

Is (F) an object pronoun?! If yes, take as VERS,

Is (P) a subject or indefinite pronoun, who, whoever, it, you! If yes,
take as VERB, ‘

Is (P) a modal verb? If yes, is W a+s (i,e. does W have an g affix.)?
If no, take as VERB; if yes, take as NOUN,

Is (P) an awdliary verb? If yes, take as ADJMIVE.
Is (P) a verb? If yes, take as NOUN.
Is (P) a preposition ( ¥ to)? If yes, take as NOUN,

Is P an adjective ( # ing) (i.e. an adjective not resolved by -ing routine)?
If yes, take as NOUN,

Is (F) a verb! If yes, take as NOUN,

Is W the first word in the unit? If yes, is Wa + s? If yes, take as
NOUN; if no, ses if there is a Following Verb candidate, F. (V.). If mo,
take as VERB; if yes, see if F.(V.) is an auxiliary, modal, or copulative,
If yes, take as NOUN.

Is W a+s? If yes, is (P) = tof Ir yes, take as NOUN,

Is W= thought, spoke! If no, is (F) = oft If yes, take as NOUR,

Is W ats? If yes 13?-?353;: each 1 If yes

take as VERB; if ;». see 1s & mn;m,ﬁgo&tﬁz ? 1L yu.'

take as NOUN,

Is P a pronoun/adjective, that? If yes, is (P)P a preposition or a verd?
If yes, take as NOUN.

Is. (F). a possessivs noun, possessive pronoun, possessive adjective, or
whose? If yes, take as VERB,

Is F a singular countable noun?! If yes, take as NOUN.
wll7-



19.

24

22.
23.

25,

26,

28.

Is (F) = adj.. If yes, is W= felt?! If yes, as V. If no, 1is F(F)-» el
osition? If yes, take as NOUN, '

Is P a singular countable noun? If yes, is (P)P punctuation, conjuction
(i.e.and, or, nor, than, but), prepostion, verb. If yes, take as NOUN;
if no, 1s TFS) an ing or past participal adjective! If yes, is (P)(P)P
ar auxiliary? If yes, take as NOUN,

Is W a+s? If yes, is (P) a noun, indefinite or object pronoun, you,

it? If yes, is (P)(P) a twomocbject verb? If yes, take as NOUN,
Is (P) a plural noun? If yes, take as VERB,
Is W a+s? If yes, is P an Arable or English numeral? If yes, take as NOUN,

If F an article, pr&noun/adj'e'ctive, indefinite pronoun, reflexive pronoun,
more, most, very! If yes, take as VERB,

Is F a past tense verb candidate? If yes, is FF a noun or an déjective?

If no, take as NOUN, }
Is P an -ing word? If yes, take W as 'NOUN.

Is P punctuation? If yes, is F punctuation? If yes, is PP'a verb' or
adjective? If no, take as NOUN; if yes, take W as PP. :

Take W as VERB,
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1,
2,

3

5e

7.
8,
9
10,
11,
12,

13,
14,

15.

Past Tense<Noun Mbiguities g;‘g tgoa

W= cap ( # 1st word in sent,) = W = NOUN

article
possessive noun (+) W = W = NOUN
possessive adjective

indefinite pronoun
object pronoun

Let (+) ¢ no one (+) W=> W= VERB
. dou
W (+) object pronoun =» W = VERB AL

subject pronoun
indefinite pronoun

m@ever (+) Wy W= m
it o :
Tou

modal verb (+) W with s affix % W = NOUN
modal verb (+) W with no s affix = W= VERB -

auxiliary (+) W = W = ADJ,

verb (+) W 3> W = NOUN

preposition (# to) (+) W =>W = NOUN

adjective with no -ing affix + W=> W = NOUN

W (+) verb <> W = NOUN

W = 1st word in unit and also with g affix < W = NOUN

W = 1st word in unit + no FV => W = VERB
auxiliary

W = 1st word in unit + FV = modal > W= NOUN
copulative.

to (+) W with s affix = W = NOUN

W # {“"’“ £ (+) of <> W = NOUN

no_one - + W with s affix = W = VERB
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15,

16,

17,

18,

19.
20,

(Con't.)
pronoun/ad jective + W with s affix = W = NOUN

preposition} (+) pronoun/ad:]eotive} + WS W= NOUN
verb that -

possessive noun

W) possessive pronoun e} S W= NOUN

possessive adjectiv
whose J

W = singular countadle noun = W = NOUN
W (# felt) (+) adjective + preposition > W = NOUN

punetuation singular

m""*‘i‘.’“ or, ) {oountable} + W3 W= NOUN
Dor, .t%v E“.". s

preposition

verb . ~
singular

1& auxiliary (+) -ing or past participial A (+) ioounta.bl + W> W= NOUN

21,

23,

24,

25,
26,

27

28.

noun

noun
indefinite pronoun
two object verb (+) object pronoun (+) W with s affix= W = NOUN

iy

plural nown (+) W = W = VERB

Avabic mmeral | W with g affix P W = NOUN

Fpglish muiie.

article
pronoun/ad jective
W+ indefinite pronoun
reflexive pronoun 3 W= VERB

st
Yery

W + past tense verb candidate + *{m".‘mn P W= NOUN
-ing affix + W3 W = NOUN

verb + punctuation + W + punctuation ®» W = VERB

adjective + punctuation + W + punctuation 3 W = ADJECTIVE
punctuation + W + punctuation = W = NOUN

W = ¥IRB
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APPENDIX XIV (contd,)

Idiosyncratic Distribution Rules

Notes Concerning Symbolism:

1. W = word under consideration

P = word preceding W,

F = word following W

(P; = word preceding W, ignoring adverbs, and adverb/sdjectives

(F)* = word following W, ignoring adverbs, adverb/adjsctives, and
adjectives (other than articles)

PP = word preceding P

P(P) = word preceding (P)

2. These rules also set the proper form class code,

3. When the location of the next instruction is not explicitly stated, the
absence of this statement stands for the coomand: Go to the first step
of the next rule,

RULES

0. The following words and only the following words enter the odd ball
routine for resolution: august; even; still, well; down, like, except,
near, till; back; can, may, might, will; mine,

1. Is W capitalized and not the first word in the sentence? If yes, take W
as NOUN,

2. Is W= gugust? If yes, is W capitalised? If yes, take W as a NOUN; if
no, take W as an ADJECTIVE,

3. Is (P)* an article?! If yes, is (F) a preposition or a present tense
verb + st If yes, take W as a NOUN.

b, Is W= even? If yes, take W as an ADVERB,

5. Is (F) = a past tense verb candidate?! If yes, is W = dowum, » Still,
or well! If no, is (P)* an article? If yes, take Was a mﬁ%

6. 1) Is W= like or ept? 2) If yes, is P an article or a possessive noun
or possessive adjective! If yes, take W as a NOUN, 3) If no, is P = $o?
If no, go to question 5 of this rule, 4) If yes, is PP = verb (# list 20)?
If yes, take W as a VERB, 5) If no, is (P)ia modal, I, we, you, who, or
the If yes, take W as a VERB,

7. Is W= still or well? If yes, take W as an ADVERB,

8, Is P = oft If yes, take W as a NOUN.

-121-



G
10,
11,
12,

13,

1k,

Is W = down, like, except, pnear or Lill! If yes, take W as a PREPOSITION,

Is W = back? If yes, take W as an ADVERB,

Is W=mine? If no, take W as a VERB.

Is P a preposition (# to)t If yes, take W as a possessive PRONOUN, If
no, is P = to? If yes, is PP a member of 1list 20 or 212 1If yes, take
W as a possessive PRONOUN.

Is (P) a conjunction? If yes, is P(P) an adjective or possessive pronoun?
If yes, take W as a possessive PRONOUN,

Set the NOUN/'IRB form class codes,

122«



APPENDIYX XV -~ Absolute Breakers

I,

because
how

if

what
when
whenever
where
whereas
wherever
whether
which
while
who

whom
whose

why
although
whichever
whoever
vhomever
whosoever
albeit
unless
though
whereby
irnsofar
whereat
wherein
whereafter
wherefore
1.“ ; 'A;w .
whilst

V-ing

<123

vhensoever
whence
whencaspever
wherefron
whereinto
whereof
whereon
wherethrough
whereto
whereunto
whereupon
wherewith



11,

at, the same time as
at the same time that

as if

as though

by the time
glse that

even if

even though

for fear that
for then
however many
however much

if and only if
inasmuch as

in order not to
in order that
in order to

in so far as

in the hope that
Just as if

Just as though
Just because
not even if

not even though
now that

or else

S0 as

so that

such that

the way in which
the way that



IIT - 2

roortany Y
provided) + 3-,_%3_1-_, (

A

article

subject pronoun
indefinite pronoun
possessive pronoun
possessive ad jective
plural noun

proper name

verb

more

i

adJective /+/ plural noun

2 32 3 T X ® T 2T T =W
= T 3 2 3 = B 2

3==:.-.-s===-:==s=

T 2=z 23 2 3= = %

T I T TXT 2o

'Conjunction (and, but, or, nor, ”“:han) (+) verb
Preposition (# to) (+)! verb

‘to + present tense verb with no s affix

to (+) 'verb (not a singular present tense verb)
irregular verbial past participle (driven, lain, ete.)
tafter (+) past tense verb or past participle
funtil * "

1 since " [ 4 " " " n 'l

lbefore L] " " | ] ] " "

verb (+}' * conjunction

'ag + it

»"¥ 8 ‘subject pronoun

nenyerb

'so + article

¥ ® noun

* " 8 pronoun
" "R verb

funtil + it, you
'since + it, you
'however + adverb/ad jective

p\mctuation M "but <-mabject ppgpoun
" <+ proper name

tafter + subject pronoun

'unEt " " "
] since " " L]
thefore"” " "
'besﬁes" " "
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object pronoun
indefinite pronoun
preposition

ad jective/pronoun

noun
verb # (modal, aux,)

indefinite pronoun
possessive pronoun
possessive adjective
dictionary adjeotive
present tense adjective
such
sense

reason

' EE R KL

~126-

!  subject pronoun
v [ s
] " .
" " "
L] L] L}
L] L} n
+) ! t
N
L] ] L]
] " L}
< " "
L] L] n
L] " ]
» " ]



APPENDIX XVI
= Clause pivis;gn R_l_,\;es -

Conventions: /[ means clause break; + followed by; (+) followed by, ignoring
adverbs and adjectivesadvervs; /[+/ followed by, ignoring every-
thing except Verbs and Punctuation; /+/ * followed by, ignoring
everything except Verbs, NG means Nominal group; PG nominal
group headed by a prepositien. V means Verb; BV "believe" <=
type Verb, # means that the item so marked if present in the
specified position makes the rule inoperative, T means transi.
tive, I intransitive, # means beginning of sentence,

Rule 1
absolute breaker list 1 [+/ /[, [+/ V
absolute breaker list 1 /+/ # [+ % [+] v
Rule 2
. absolute breaker 1list 1 (+) abs, br, list 1 (+) Adjective (+)
LR (ot S
2
Rule 22 abs, br, list 1 (+) abs, br, list 1 (+) adjective + # E},‘éiﬁnlth [+/*[v
Beld v/, v
Rule 4
T [, #) edfen- V (+) # NG [+/ [, () V
Rule 5 adjective (+) /, (+) # adjecti
= V# (BV (+) that + prep) /[+/ ; miiib :e/ , + 4 (vert Joctive

foon ) [, + #ffC | oo +(z§% 4] v

Rule 6
TV [+ [, NG, [+/, (+) V # (T-ed (+) # NG)
Rule 7
> V [+[* §V Teed (+) # NG
Rule 8 “noun
== # 2 object V [+/+ Jindefinite pronoun (+) [ that [+/* V

reflexive pronoun
ssessive pronoun
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Rule 8a /noun
V # 2 object V [+/* indefinite pronoun
reflexive pronoun
possessive pronhoun

(+), +/that [+/* v

Rule 2 . . -
noun article
indef, pro. (+) / subject pro,
reflex, pro.( - indef, pro.
POSS, Pro. ss, adj.

un (+) / { pronoun-ad jective
ho ad jective + # preposition
plural noun (+) / noun

V # 2-object V [+/* indefinite article + noun (+) / plural noun
definite article

adjective # comparative (+) / subject pro.

poss, adj.

# so (+) adjective (+) / indefinite article
Rule Q9a

noun article

indef. pro (+)/ (+) . pro.

reflex, pro. indef, pro.

poss. pro. ss, adJ.

noun (+) /, ) nm. adi prep.
/ plural noun +) /, (+) noun J4 /%Y
v [+]* indef, article + noun (+) /, (+) plural noun
+) definite articl
adj. # comparative (+) /, (+) subj. pro.-
(+) poss. adj.

# s0 (+) adj. (+) /, (+) indef, article

Rule 10 L
au:d.liary (+) BV adj.
copulative
copulative . .
H ) Y () copilative &d /[ fus {,’4 B / m% ol
aux, (+) happened/ing
Rule
£
myb:m ° (+) / that [+/+V
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Rule 12 -
V /[ +/* 80 (+) ing/ed adj. (+)/that [+/* V

Rule 13 ad jective oonparative} J+/%% s ife [the + lzi; comparativel. /o sy v

m+ m

Rule 14

# <’+)i'§_g_} [+[* V [+[* [¥ugn [+]* ¥
Rule 15
than -
as + '.d‘S‘."ﬁ‘ + a2

Rule 16 -
VI
gux, + I adj.j

# copulative (+)/NG /+/* v

Rule 1 ,
P .;;“’EB -
Hey © #)V [4fs v
h whose (+) NG
Rule 18 I -
BV !
2‘3’3&1% (+) BV-adjective I}. | [+]*V
Rule 1
éub:j. pro
: ‘ : ‘a g;;;]..epm. 3 obJject
nown (+) ! ** poss. pro. AR Jols I8 [+]* ¥
pccs. adjo -
ad J.
plural noun (+) noun
Rule 20
# to + BV
aux.T"’) Bv—adjo
copulative
it (+) aux, + copulativewadj. | [t ¥
= mm%s
aux, (+ hapgned[y_ng
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( tha.t
a"%‘-‘ auxiliary
copulative
HoB S fefe v [+/s [thers (+) I
aux,
?Eé'iﬁer' modal (+) {o;p. j

how
where

*) {mmﬁ.m

Rule 2la

™,

that

what
vhe

=e aux,
whose cop.

# oom } [+[* V [+[* [there (+) I y {i
L@g modal (+) :‘5;: | infinitive

yhen
Rule 22

# + that + article
that + plural noun

whom '
%ﬂ [ofe ¥ [+[* V= {ﬁ/i\ +) Nf}

:‘:

where

the 1"'&' that
the reason that
the reason M

Rule 23
V-en auxiliary

V-1ng I+ Joopa
Voed © glx} +) # m} | ;’p:u::;:.

ralh) @

Rule 24

N ~
vorb [+f* B+ # {fnomaen) Pt [T
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Rule 25

Be (+) i:,kﬁ.: {‘_‘ﬁ- $2 objec‘la +) / {ﬂgﬂ} [+]* ¥
Rule 26 |
| V pres, tense e V pres, tense
auwxiliary [+[*+ 1 ;onzﬁiary

copulative -
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APPENDIX VYT (con't)

Rule 1
Rule 2

Rule 2a

'
LI T ;e

Sample Sentences for Clause Division Rules
The whale, though not a fish, lives in the sea,

They published a story which though inexact the secretary releasec
to the newsmen,

The story which though inexact in all details was widely publicized
aroused a great deal of interest,

The Africans, Livingstone reported earlier, were friendly peoris.
The man, utterly humiliated before his family, never returned,
After they won the race, the team travelled to Europe.

Due to perturbation caused by stars, such clouds, and the resulting
clusters, probably never assumed a definite shape.

They found stains caused by fire,
They resent the idea that in many cases power wins over justice,

They resented the idea, as a matter of course, that power should
win over justice,

He said something nobody would believe,
It was assumed that evidence could be found.
The problem was that money was not appropriated,

The house was so completely dilapidated that reconstruction was cut
of the questlon,

The more it rains the greater the amount of plant growth will be,
If Castro is a genius then I eat my hat.

He worked as hard as he could,

Wherever he went a big crowd turned out to cheer him,

People who live in glassrhouses are nervous.

He began to think the Cubans were insane,

In the discussion we had most issues were settled,

They pretend the missiles are being dismantled,
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E

N
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On the question of whether the motion should be adopted there is
total disagreement,

In areas drained of water there is drought,

That people are basically good rollows fron what was said about God,
The method used by the first toam was based on false premises,

The sky vhen you look through a telescope seems nearer,

When the work 13 done people tond to reltx. .

The phases of the moon which mﬂuence# our weather have been
observed by farmers for many centuries,

N

. This seems, even to modorn obseﬂors, extmoly well oconstructed,

e

]
™~

133 .



9

2.

3.

6.

7.

9.

’ 10-

12,

13.

?Iw gésgnigggegén Jén G. Wells & W W. Reid, ?OTRY’I'IS IN PEPPER (CAPSICUM
BEDS & ON YOUNG PLANTS IN THE FIELD, Plant Dise Reporter,
Volume 42, No. 3, p. 981-.-982 August 15. 1958, —L

*J. C. Robqrtsom & I.. E, Barhart, INTERRELATIONSHIPS BETWEEN DRIED CORN

DISTTLLERS SOLUBLES & CERTAIN MINERALS IN THE PREVENTION OF PARAKERATOSIS
IN SWINE, (Abs) Animal Soience, Vol, 17, No, &, p. 1184, November, 1958.

MINNESQTA DEPARI‘MENT QF AGRICULTURE, DAIRY FOOD ‘SEGTION OF FEED & wemw
CONTROL, g:_'gii_l,;zer alyses & R g;strat;ong 1958, St. Paul, 81 p.

*E, Ho McNally & A, W, Brant, OBSERVATI@NS ON YOIX MOLDING. Poultry

e ciegce, Vel, 37, No, 5, P 1225-6, September, 1956.

*E, D. Ooldsmith, EFFEGI‘S OF COLCHICINE & DEMECOILTINE ON DEVELOPMENT OF

,'rmz FRUIT FLY, DROSOPRILA MELANOGASTER, {Abs) Anat, Rec., Vol, 131, No. 3,

o 55849, September, 1958,
*G, E, Tenpleton. EFFECT OF TOXIC METABOLTTES FRON FUSARIUM MONILIFORME

ON' GERMINATION OF BARLEY, Dissertstion fostracts, Vol. 19, Mo, 7, p. 1535-5,

Janpary 1959,

G.. Le ?eterson. AGRICULTURAL ACTIVITIES OF U.8, OPERATIONS MISSION IN
ISRAEL, ;srge; gcog, Forum, Vol. 9, No. 4, p, 4064, December 1958,

G. De Lotto, THE Psmooccccmw (HOM: COCCOIDEA) DESCRIBED BY C. K. BRAIN

. FROM SQUTH AFRICA BRITISH MUSEUM (NATURAL HISTORY), Bpitish Entomology,
Vblo 7Q NO. 3' p! ?7"120. A\lgust 19580

.J. P, Latham, THE DISTANCE RRLATIONS OF CROPLAND AREAS m PENNSYLVANTA

Qﬁﬂﬂmrﬂgmw&mam Vol, 48, No. 3, p. PP,

J. P. Gooper, THE GENETIC STRUCTURE OF RYEGRASS STRAINS AND ITS IMPLI,
CAPRONS. FOR HERBAGE PLANT BREEDING, (W. Vol. 12, No. 3, p. 400,
August 1958

L. A. Alban & C. 'Jo Lin, EFFECTS OF LIMS ADDITTIONS ON pH & BASE SATURATION
OF FIVE WESTERN ORZ0ON SOILS, Soil Science, Vol, 86, No. 5, p. 271-5,
November 1958, ‘

D, H. Van Slogteren, SOME RECENT DEVELOPMENTS IN INDEXING VIRUS INFECTED
PQTATO PLANTS IN THE NETHERLANDS, (Abs) Amerioan Potato Journal, Vol.
36, No. 8, p., 3034, August, 1958 o -

P, F. Gpiffin, UBBAN IMPACT ON AGRIGULTURE IN SANTA OLAM COUNTY, CALIF,
{ o ssociation of

2 56 September, 19
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14,

15.

16,

17.

18,

19.

20,

21,

22,

23.

2k,

25,

E. T. Relf, DETERMINATION OF DRY SUBSTANCE IN MOLASSES & MASSECUITES,
Queensland Sociely of Sugar Technology, Procesdings, No. 25, p. 189-93, 1958,

H. Ris, CHROMOSOME STRUCTURE. SYMPOSIUM, Chemical Bgsis of Heredity 1956
p‘ 23‘é99 Pﬁb. 19570 . '

Jo W, Bailey, 3 WAYS T0 GET RID OF LICE AND MITES Poultry Tribune, Vol.
65, No. 2, pe 62=3, February 1959. . ' '

I, Watson, 4-H LIVESTOCK JUDGING MANUAL: BEEF CATTLE-SHEEP.SWINE-DAIRY

cm New M G0 ture C (] Bgn.kn g. No. 292" Pe 26
Marh 1o8g oe-daisuliure Collegs, - '

W, Burniston, THE DESIGN & DEVELOPMENT OF THE ALUMINUM ALLOY MILK CAN,
Dairy Industry, Vol. 23, No. 11, p. 8269, November 1958,

Tefertiller, K., Wo B, Black & L, Tweeten, MARKET.¢ PRICES FOR OKLAHOMA
BROOM OORN, Oklahoma Agricultural Experiment Station B, No. 23P, Dec, 1958,

Jo R, Plening, REFORT ON MALT BEVERAGES, SIRUPS, EXTRACTS & BREWING MATERIALS,
Assoo, Off Agr Chemistry, Vol. 42, No. 2, pe 330, May, 1959

R. Schessler, THE FLAIOR OF VANILLA, inericas, Vol, 11, No. 8, p. 13-16,
August 1959,

Institute of Food Technologist, WHAT TRAINING SHOULD A 4YEAR POOD TECH-
40LOGY STUDENT RECEIVE?, SUMMARY REFORT ON THE EDUCATIONAL -CONFERENCE

MONTICELIO, TLL., MAY 1958, Food Technology, Vol. 12, No. 9, p. 7-8, 11
13-1l, September 1958, ’ ’ PP R

R R, Davies, DETAGIMENT OF CONDIA BY CLOUD DROPLETS, Nature (Lomdon),
Vol. 183, No. 467k, p. 1659, June 13, 1958.

R. Johnson, FRUIT GROWERS CADGET IN COST PRICE SQUEEZE FEAR FURTHER COST
INCREASE, Sup Sweet Stapdard, Vol. 42, Mo, 11, p. 11, April 1959.

C. William, HOW DAIRYING IN INDIA CAN BE IMPROVED?, Madras, Vet. Col.
dnnua) 17, pe 23-5, March 1959,
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APPENDIX Q (con't,)
ASTRONOMY

l, *G, Wallerstein, NOTE ON THE BEHAVIOR OF THE RV TAURI.TYPE STAR No. 11,
IN MESSIER 2, Astronomical Journal, Vol, 62, p. 168, 1957,

2, *W, Palmstorfer, AN AUSTRIAN AMATEUR PHOTOGRAPHS A BRIGHT METEOR, Sky
é TGLQSQOE, Vol. 16’ Pe 301' mil. 19570

3. SIMPOSIUM ON RADIO ASTRONOMY, Commonwealth Scientific & Industrial ,
Research Organization Radiophysics Laboratory, Sydney, September 1956;
Melbourne, 1957, oo

L, *I, King, THE DYMANICAL LIFETIME OF A STAR CLUSTER, Astronomical Jotrnal,
Vol. 62. P. 11“". 1957. ’

5. *S. F, Singer, THE EFFEOY-OF METEORIC PARTICLES ON A SATELLITE, American
Rocket Society, No. 307, p. 122, 1956, -

6. *H, M, Johnson, THE KINEMATICS & EVOLUTION OF POPULATION I STARS, Publi-
cations of the Astronomical Society of the Pacific, Vol. 69, p. 54=8, 1957,

7« Y. Nakagawa, EXPERIMENTS ON THE INHIBITION OF THERMAL CONVECTION BY A
MAGNETIC FIELD, Proceedings of the Royal Society, Series 4, Vol, 240,
p. 108-113, 1957,

8. C. O, Bines & E. %o Vogan, VARIATIONS IN THE INTRINSIC STRENGTH OF THE
1956 QUADRANTID METEOR SHOWER, Cgnadign Jowrnsl of Physics, Vol. 35,
Pe 703-711, 1957. .

9. E. 3, Long, TRACKING THE SATELLITE, Nature Magazine, Vol. 50, No. 3,
p‘ 15“""5. 162. 19570

10, G, Keller, STUDIES OF THE BEHAVIOR OF STELLAR SHADOW PATTERNS, Journal of
the Optical Society of America, Vol. 47, p. 1047, 1957.

11, G, C. Scorgie, ON FREE MOTION IN THE GRAVITATIONAL FIELD OF THE EARTH,.
W ‘Jowrnal of Mechanics and Applied Mathematics, Vol. 10, p. 494=9,

12:- E& Rabe, FURTHER STUDIE® ON THE ORBITAL DEVELOPMENT OF PLUTO, Astrophysical
Jourm. Vol. 126' p. zuo-lm. 1957.

1), M. W, Mayall, VARIABLE STAR NOTES, RMERICAN ASSOCTATION OF VARIABLE STaR
OBSERVERS, gg%mgl of the Royal A e #; of Sapada, Vol. 51,
Pe 109-112, 165.8, 219-222, 259-62, 308-11, 353-6, 1957.

14, ¥o M, Yoss, OBJECTIVE-PRIM EQUIVAL:NT WIDTHS OF FARLYTYPN STARS,
Astronomical Journal, Vol. 62, p. 42, 1957.

15, D. B, McLaughlin, RECENT CLOSE APPROACH OF MAZS, Science, Vol. 125,
P 893=89%, 1557,
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16,

17.

18.

19.

20,

21,
22,

23,

25.

Re I. Mitchell, PHOTOELECTRIC OBSERVATIONS OF URANUS & NEPTUNF, 'b c
tion of the Astromomical Sewimty of the Pusific, Vol. 69, p. 565-8, 1957.

W, P, Bidelmen & A, McKellar, DOUBLE LINES IN THE SPECTRUM OF

CSSIOPETIE, Puliogiions of the Astroromiosl SAMAY of the Pacifie
Vol. 69. po.3 » 1957, : '

Jo T, Jefferies & F, Q, Orrall, THE INTERPRETATION OF BAIMER LINE PROFILES
IN SOLAR PROMINENCES, Astronomical Journal, Vol. 62, p. 143-4, 1957,

P, C, Ke;ﬁ;n&g. A w;t-iggt'. nmmc'rm'rm%mmsgrorw p
CEPHEI, lications of the Astronomjocal Society of the Pacifiec, Vol. 69,
Pe 'l"57-3o 1957, ,
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APPENDIX XVIII

AN INTUITIVE COMPUTER LEARNS AN ELEMENT OF GRAMMAR®*
D, G. Cllsen

Department of Psychology Indiana University

Many approaches to problems of information storage and retrieval and
mechanical translation include computer programs for classifying words as
parts of speech, Existing computer programs with this aim hajre the form
of scientific predictions: classifications are predicted deductively from
dictionary and context information by means of grammatical rules that repre-
sent hypothesis or knowledge concerning regularities in linguistic behavior,
The present study investigates an application of a program which allows the
computer to make classifications intuitively rather than deductively., The
computer becomes a self-organizing system whose output of descisions is
intuitive in the sense that it does not depend upon (the programmer's) prior
knowledge or guesses concerning the relevant empirical laws, The program is
based upon a statistical model, multiple conditional probability, that is also
a theoretical model of human intuitive Judgment and of learning., The model
and the primitive form of computer in which it is programmed for this study
were described earlier (1, 2). The computer which utilizes programs of this
type is called EMMA, signifying Empirical Multivariable Matrix Analyzer,

The present investigation is a miniature, a methodological experiment to
determine the feasibility of applying the EMMA principle to certain problems
of linguistic analysis., The problem of classifyﬂ:ng words as parts of speech
was chosen from among other linguistic problems in part because conventional

*

This research was sponsored by Rome Air Development Center, U,S, Air Force,
under contract No, AF 30 (602) - 2185 with Indiana University; F.W, Householder
Jr., Principal Investigator, and J, Lyons, Coordinator.
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techniques do not provide a simple solution to it and in part because its
characteristics are well suited to the requirements of a test of EMMA,
There is a clear and practical problem of prediction and, since the classifi-.
cation of words as parts of speech can be done with a minimum of disagreement,
questions of criterion reliability may be ignored, Kaplan found (3) that for
reducing ambiguity in the meaning of words, a context consisting in two
preceding and two following words is approximately as effective as the full
gentence in which the word occurs, This suggests that it is not entirely
unrealistic to attempt the part-.of-speech classification form the four-word
context to which we are effectively limited in this study by the small data=-
handling capacity of the primitive form of EMMA that we chose to use, If
more context is necessary we shpuld obtain some notion of the amount required,

EMMA in this shudy consisted in 500 marginal punched cards, five
needles, and pencil and paper, manipulated by a very conscientious young
woman, Miss Henrietta Chen, The EMMA principle can be program?d for faster
operations upon a larger corpus of data in a conventional electfonic compu-
ter, but in such computers the operations that mediate the predictions are
covert, like those we call mental in man. In this exploratory study it
seemed desirable to become thoroughly acquainted with the mediating operations
by watching them as they occurred, In owr primitive EMMA most of the impor-
tant ones take place slowly and in the open,

The basic principle of EMMA is multiple conditional probability. Events
are eonsidered as points in n-classification space and stored in a memory
as computer words in which a digit-position represents a classification (a
mutually exclusive and exhaustive set of classes) and a digit represents a

class to which an event is assigned, If information concerning one or. more
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classifications of an event is absent or ambiguous (as is often the case in
this study) the event is stored as a computer word in which more than one
digit occurs in a given position; such events appeaf in the memory‘as regions
rather than as points. Given a partial or ambiguous description of an n-
classificational event, i.e., an event specified by one or more classes in
each of n - m classifications, a prediction of the most likely class of the
nth classification for that event is obtained by searching the memory for
computer words that are identical in the classifications that are specified,
examining the assogiated distribution of cases in the nth classification and
(ordinarily) predicting the class containdmg the greatest frequency. If the
number of identical part-words found in the memory is insufficient for reliable
prediction the number of cases in the distribution may be increased by examin-
ing similar part.words, e.g., words that match in n = m - 1 classifications.

Method ,
In the present application of the EMMA principle, the events are words

in a text, each specified in the memory by six classifications, namely the
part (or parts) of speech indicated by a dictionary for five consecutive words
in a text together with a lingulst's classification of part of speech for one
of the five, The problem assigned to EMMA was to predict the linguist's
classification of a word (presumably a correct classification), given the
dictionary classifications of that word and four adjoining words,*

Using similar. programs predictions were made for each word in each of
the five positions in sets of five words so that it was possible to compare

the accuracy of predictions based on each of five different contexts, there

‘Appreciation is due to Miss Beverly Hung, the lingulst who, by providing
the correct .clasgifications, contributed to EMMA's training.
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consisting respectively in four following words, one word preceding and three
following, two words preceding and two following, three preceding and one
following, and four preceding. Predictions were also made by combining data
from two or more context configurations, so that the study provides information
concerning the effects of both amount and kind of context on predictive
acouracy, The major independent variable in this study, however, is the size
of the memory, defined as the number of stored events utilized in making a
predicition from a single context. Predictions for a set of 116 words are
made with memory sizes of 99, 199, 299, 399, and 499 events, The procedure
is closely analogous to that of a human learning experimesé in which the accuracy
of Jjudgment of some characterisitic of copplex situations is tested after vary-
ing amounts of experience in similar situations for which the correct judgment
has been 1nﬁicated.

The material upon which the program operated was an arbitrarily selected
text of some five hundred consecutive words in Karl Stumpff's Planet Earth
(%, pp. 23-25),

- Themew conception, that the fixed stars are distant suns, began

to be accepted at about the same time as the heliocentric theory of

the solar system. At the end of the eighteenth century Frederick William

Herschel, who studied the fixed stars with his giant refleeting tele-

scopes, tried to estimate the size and shape of the stellar system, As

a basis for his investigations, he assumed that in the part of space

occupled by fixed stars they are distributed in fairly uniform density.

By counting all the stars that appeared in certain areas within the

range of his most powerful telescope, he created a relative scale for

the depth of the stellar system . at least in his "selective field,"

By means of these calculations he came to the far-reaching conclusion
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that the fixed stars occupy a lens-shaped space of zreat magnitude, and
that the borders of this galazy are formed by the Milky Way, itself
made up of a great cluster of extremely remote stars, He assumed,
moreover, that our sun is situated near the center of the Milky Way,
whereas present-day astronomers have reached the conclusion that the
sun lies far away from this center,

0f course Herschel was not able to make any precise statements
concerning the true size and extent of the fixed star system, His
telescopes were very powerful for the times, but they were still far from
reaching the faint stars which are seen with the biggest modern telescopes.
Furthermore, he had only a vague idea of the distance of even the nearest
and brightest star, If we assume that the luminosity of the stars is
approximately that of the sun ~- a supposition that is certainly incorrect
as far as individual stars are concerned, and can only be applied to an
average of certain type of stars -~ then we must conclude that the
distance of even the nearest star is enormous when measured by the scale
of the solar system,

It was not until 1837, fifteen years after Hersche.!s death, that
Friedrich Wilhelm Bessel, an astronomer from Konigsberg, succeeded in
measuring accurately the prespective displacement, or parallax, of a
fixed star (Fig, 7). Bessel used a newly invented instrument of the
greatest precision, the heliometer, It is now known that former
experiments had failed because they were directed at the brightest
gstars, which are not necessarily the nearest., Meanwhile, a further
discovery was made: the fact that the)fixed stars are not fixed but
travel through space, though their motion is hardly perceptible be-

cause they are so remote, Knowing this, Bessel sought out a star that
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was near enough for the parallax to be observable -- and made his search
not among the brightest stars but among those which showed "proper
motion." Of these he noticed one in particular, a faint star (No. 61
in the constellation Cygnus) whose annual deviation on either side of
the central position is up to 0,33 -- in other words, about one 5,400th
part of the angle at which we see the diameter of the full moon. From
this, the distance of 61 Cygni could be calculated as more than 60

million million miless Its light, traveling . . .

Coding:
Each word and internal punctuation mark in the selected text was assigned
one or more numerals in the following code according to its classification as

one or more parts of speech in the Thorndike Qentﬁmz Senior Dictionary. This

operation provides Dictionary codes,
1. Noun (including pronouns)
2, Verb (transitive, intransitive and auxiliary)
3., MAdjective (including definite and indefinite articles)
4, Adverb
5« Preposition
6. Conjunction

Miscellaneous (including all other parts of speech and internal
punctuation but not the final period of a sentence)

In carrying out the coding operation, specific questions arose and in each
case an arbitrary rule was formulated and followed in subsequent cases of the
same kind, Rules were restricted to those that can be programmed on a cone

ventional computer, These rules follow:
1. A final period i: not treated as a vord (though, since sentences

are programmed as separate units, the final period is used
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elsewhere in the program).

2, Ifa w&rd containing affixes, e.g., ®stars", does not appear in
the dictionary, the stem form ("star") is used and the affixes
are ignored. (This rule obviously results in the loss of infor-
mation contained in affixes, but to use this informatiqn it
would be necessary to resort to algorithms and a deductive pro-
gram, which is against our principles in this study, or to
increase the amount and complexity of the information used by
EMMA in her intuitive predtetions,f‘which was not expedient., If
EMMA is ever used in practive there would certainly be no objection
to supplementing her intuition with logilc and any relevant and
available empirical laws.)

3. All capitalized words not found in the dictionary are coded és
nouns,

4, wllnumerals are coded as noun (code) and adjective (code 3)
since their word equivalents, e.g., "two", are so classified in
the dictionary.

5. Multiple-word technical terms such as "fixed star® are treated
as two single words, e.g., "fixed" and "star".

6. Hyphenated words are treated as single words if found as combin-
ations in the dictionary; otherwise as two words, lignoring the
hyphen.

Each word and internal punetuation mark was also assigned a single code
representing its classification as a part of speech by a linguist applying her
best judgment to any and all available information. This operation provides
the linguist!s (or correct) code.
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Punching
Five hundred simgle-hole marginal punched cards that provided 39 holes on

one side were used for the memory. One card was punched for each sequence of
five consecutive words in a sentence, word 1 to 5 on the first card, 2 to 6
on the second and so on., Note that the number of cards 1? four less than the
number of words in a sentence, with the result that, for example, the first
100 cards contain information concerning 116 words. There are exactly 100
words in each of the five positions. Seven consecutive holes were assigned to
each word, each hole representing one code number, Holes corresponding to the
dictionary code (or codes) of each word were notched, The linguist's coding
and, for convenience, the word itself, were written below the a;ba.ce assigned to
eachlword. AMditional information, useful in sorting operations but not
necessary for the program was punched elsewhere,
Prediotien- Programs and Procedures

The part-of-speech classifications made by the linguist for the first 116
words in the text were predicted under 45 conditions, corresponding to the 25
combinations of five positions or contexts and five memory sizes, together
with 20 additional conditions obtained by combining data from more than one position,
The predictiom* program for words in the first position made with a 99.event
memory will serve as an example, The program has three branches,
Branch 1: If the word has a single dictionary code, that code is the prediction,
Branch 2: If the word has more than one dictionary code and appears in the
first position (is the first word in a consecutive set of five words in a
sentence), the memory is searched for all other events which match that event
in any combination of the dictionary codes for its five component words, For
these events the distribution of linguist's codes (for the words in the first
position) is compiled. The predictiom is the modal code in this distribution,
If these is more than one mode there is, of course, more than one prediction.
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kxample of procedure in Branch 2:
The first word in the text, "The", appears in the first position on a
card carnying the following information: (Each card actually represents

five events, ona for each, position,)

—-—

Word The new coneeption- (comma)  that
Position 1 2 g Tk 5
.Dictionary codes 3,4 3,4 1 _ 7 1,3,4,6
Linguist's code 3 3 1 7 6

For thé event that consists in the dictionary codes and the firgt-positioh
linguist*s code there are 16 possible combinations of the aictionary codes
of the five component words, 33171, 43171, %171, 44171, 33173, ete. A
five.needle sort for each combination drops all cards representing events
with a matching combination of dictionary codes. The predicted classifi-
cation for the word "the" is the modal code in the distribution of lin-
guist's codes in the first position on the dropped cards. The card for
which a prediction is being made is not included in the distribution so
that 100 cards p&ovide a memory of 99 events. It is perhaps obvious that
once the sort has been made it is economical of time to examine the distri-
bution of linguist's codes in the other positions, i.e., to obtain the
second - wsition prediction for "new", the third-position prediction for

"eonception” and so on,

Branch 3: If the word does not appear in the first position (which is the case
for the last‘four words in each sentence, a total of 16 in the first 116 words
of the text), the dictionary code or codes is the prediction.

Similar predictions were made for the same 116 words in each of the five
positions and the process was repeated after adding 100, 200, 300, and 400

events to the original memory of 99.
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Predictions were scored as follows: for each word, if there is a single
modal predigction that agrees with the linguist's coding of that word, the
score is 1,0, If there are two modal predictions and one agrees, the score
is .5, if three and one agrees, the score is .33, etc. If no prediction agrees
with the linguist's coding of that word, the score is O, An average prediction
score was obtained for each combination of position and memory size,

Additional predictions were made by pooling distributions of linguist's
codes for the same words in more than one position. Combined-position pre-
dictions were obtained with each of the five memory sizes with the following
combinations of positions: 1,5; 1,3,5; 1,2,3,4,5; and 2,3,4, Predictions
were tha modal codes as before, and were scored in the same way as those for
single-position predictions, Branch 3 of the program was not used in combined-
position predictions whenever at least one single-position prediction was
obtainable for all words by means of Branches 1 and 2, In the case of the
combination of positions 1 and 5, for example, Branch 3 is not used since
predictions for the first four words in a sentence are obtained from position
1 data and for the last four words from position 5 data; computer predictions
(Branch 2) are possible for the intervening words. In the combination of
positions 2, 3, and 4, Branch 3 predictions are made ¢nly for the first and
last words of each sentence,

A third method of prediction was tried in which single-position predictions
rather than distributions were combined, but this was found to be impractical,

Results and Discussion
The mean scores for the five single.position predictions obtained with

each memory size are shown in Table 1 and Figure 1. The negatively accelerated
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Table 1

Mean scores for single-position ﬁredictions of part-of-speech

classifications of 116 words

Position Memory Size

99 199 299 399 499

1 .60 .66 71 .71 «75

2 59 o7k 79 79 .80

3 .65 71 76 «79 «79

b .72 o7H 75 o7 o7

5 69 L 73 W73 «73

Grand Means .67 W71 75 75 76

increase (with sampling deviations) resembles a typical learning curve, As
might be expected, accuracy of prediction varies with the context used in
making predictions., Although the computer improves upon the predictions
obtained from the dictionary (which for the same 116 words scores .67), the
maximum accuracy attained, a score of .80 for position 2, is obviously too
low for practical use,

The'prinitive form of EMMA used in this study did not permit an increase
in the number of context words used in single-position predictive oconfigur.
ations without a corresponding decrease in the fineness of their classifi-
catlon, However, some indication of the effect of inoreasing the amount
of context information upon predictive accuracy was obtained by combining
predictions for words in two or more positions. Results obtained for
four combined predictions are shown in Table 2 and the grand mean scores
are shown graphically in Fig, 1.
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Maximum accuracy is inoreased, to .85 for the combination prediction from
 Zable 2
Mean socores for combined position predictions of part.of.speech
classifications of 116 words

IPos,:Ltions Memory Size
9 199 299 399 499
1,5 .69 b 76 8 .8
1,3,5 O .76 8L .83 .85
1,2,3,4,5 .7 .81 .8l .84 84
2,34 ?g& .81 .82 84 o8k
Grand means o7 .78 o8l .82 .83

positions 1, 3, and 5, but visual extrapolation to asymptote gives no reason to
suppose that this method of extending the context used 4in predictions will
provide a usable level of accuracy for any memory size, An alternate is to
base single-position predictions upon larger context configurations. This will
require, of course, a larger memory, To increase the number of context words
used in predicition from 4 to 9 while retaining 7-fold classifications increases
the number of possible oonfigurations by a factor of 2401, from 16,807 (75)

to 40,353,607 (7”). Beosuse of the restrictions imposed by grammatical rules
(assuming that they represent actual linguistic behavior) the number of actual
configurations will inorease much less rapidly, however, For this apd other
reasons a ocmeqsurate inorease in memory size will not be required,

Although the maximum predictive accuracy attained with the limited context
information used in this study is not sufficient for practiocal purposes, the
feasibility of the method is demonstrated in principle, The practical question
remains, héweweg whether application to the EMMA principle on a larger scale
and with modifications of detail will provide predictions of sufficient accuracy.
Tt is to be expected that predictive accuracy will he related not only to the
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amount and detail ef information used in making predictions, but also to its
charaocter For example, it is obvious that prediotive acouracy would be

impreved by use of the affix information that was ignored in the present study,
This infermation can be s.nooéporated by means of conventional deduetive techni.
ques as suggested above, or more simply by applying the EMMA prineiple as in the
present study but utilizing a more detailed dictionary.

Summary

A computer pregram based on cenditienal probabilities is used to prediect
the classification of words in text as parts of speech from ambiguous dietionary
classifications of those words and a context of four adjoining words,
Predictions are based, not on empirical laws (in this case grammatieal rules)
but on examinatien of regularities in empirical events (linguistic behavior of
a writer) represented in detail in memory. Acouracy of predietion increases
as the size of the memory inecreases and varies alse with the character of the
context information from whiech the prediction is made, but the ma:d.mum acouracy
obtained in this study was not sufficiently high for the requirements of
practieal use, It is proposed to sxamine predictions based on larger and more
detailed oentexts (5).
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APPENDIX XIX -~ Concerning the Mat_:chgg Formulae

First, having 2 clusters in common seems more than twice as significant
as having 1 in oommon: 1likewise for 3 over 2, For instance, if n_= 5,
nb=5, nab=2the words are morse nearly synonymous tha.nifnaas. nb=5.

By = 1. So the original contribution does not seem to give us a satisfactory

ordering for our word pairs. At least as long as we use more or less normal

th
ab

us the word pair ordering which we think we want, This modification does

thesauri, taking the n root seems to be the simplest modification, giving

not change the rankings for fixed D = % B, = 5, n, = 10 still ranks
even with na']. n, = 7 for each corresponding value of nab, The effect of
the new formula is to raise and flatten the graph for Dy, = 2 ~-more so
for N = 3. Thus g, for Dop = 3, n, = 5, B, = 5, is 4 times as large as for
nab=1; forna=7=nb. ngbﬂz_gj.s 3 times as large aafornab=l
and for Ny = 3 is 5 times as large,

Secondly, the subject-predicate division may be inadequate, Predicate
ad jectives and objects seem to ‘be at least as important as verbs and more
important than adverbs, This suggests a division of the sentence into S, V

and P-0 with adverbs designated V Unfortunately there is no simple

2
geometric schema. for this since a line cannot have more than two sides to
its origin. Nevertheless, with the proper equivalences, the same table as
before will suffice., Another question: adJjective modifying subject is
often interchangseable with verb or object -~ should it always receive a lower
rating?

Thirdly, we have a FLEX rating £ and semantic rating s giving us a
rating for gyntactic structure similarity and gsemantic nearness, We have
no rating for relative information content. Supply, component, plant, etc.
receive a semantic proximity rating of 1 for a p:rfect match and a FLEX
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rating of 1 if one of them is a subject in both question and text sentence;

yot diet matches mutrition with only a ,58 semantic rating and even on a

Py

+37 compared with the words of low information ocount which may contribute 1.

to PZ flexing get rated only a .63 for a value in the sentence of only

So, we are experimenting with rating words on information content o, Some
success has been achieved with the following content formmla
2 J ng

na+l

me ean
which is just ﬁﬁ%&%‘ﬁ:ﬁ between n_ and n, = 1, the minimum number of
semantic cluster memberships., (Thus it is never greater than unity.)

Given a word a, in the question sentence and a word in the text

3 2

we would compute .S.U' _c! :.‘1 & fﬂ. and then the total rating of the word as

to its importance or information value v relative to the question would be:

viJ = °1°:)sijfi:j‘

Olearly, the new formula does not alter the relative value ¥ of words,
for fixed n, n, - ete, a perfect matoh for n, = 3 n, = 3 is still 3 times
what it is for n, =1, and n = 2 is still 2} times as much, However,
na.b=1’ na=2. n, = 3 gives the samevaluoasn‘bal. n‘:-l. nb=5. and
Ny = 3, n, = 7 n, = 7 as far as relative information value is concerned,

Fourthly, the denominator is the formula for total match, i.e. the
geometric mean of the number of words in the sentence, is so unrelated to
our manner of rating that it may be possible for a sentence to be rated
above 1. Worse, the expliocit answer to the question may easily be a 20
word, unbroken sentence with only a few words corresponding to the ques-

tion. We are currently experimenting with the following kind of formulae
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DALY and 2 Vi3

T = T = P— -
PRI T Ivy *YPy s % B Gy

where Pi 3 is the camputation of the perfect matches in the question with
itself a.ndz max (vﬁ) is to be interpreted as the maximum of the perfect
j adn i
flex matches of the question.
We are well aware that accurate evaluations of our corpus sentences

with respect to the question is probably not feasible -~ in fact we almost

assume note We do want to maximize the output ratio I ';r;:ta;mp 'sa. aphs

ormation output .
as well as the ratio ms. It is also inportant that the

1lst ratio be very high at the beginning of the output and that it be low

only when the questioner probably has sufficient information, Our experience
80 far indicates that we oflten have more than one chance to retrieve a given
infortidt%on paragraph - especially if one of the topic sentences is vaguely
worded, Also high information sentences may be more specific in their ianguage
than low information sentences, It is also possible to put questions in more
than one format,

Even with the above suggestions and even if they work, we run into big
Junk troubles, When a person asks about navigation on a pagticular river,
how can we avoid giving him information on each of the world's rivers? Or
if he wishes to kmow about a ‘certain kind of lens, how to avoid giving him
everything? Pronoun use may really add to the difficulty here,

Especially, though, when the questioner is so specific as to use a name,
it seems that we should not even evaluate the sentences of an article which
neither use the name nor a match with the name, (if interested in a certain
astronaut, his ship would be a mateh),
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A further suggestion is this: (assuming the questions phrased without
excess words): find the best semantic match for each word in the question
sentence which exists in the article under consideration; then multiply
every sentence valuation by a function of thqse (semantic?) matches - i.e,,
by a measure of the maximum probable relevance of the article as a whole to
the question.

This is another advantage of having the articles or chapters indexed
by cluster number rather than having sentence numBers so indexed.

This example illustrates the sensitivity of the sentence ranking to the

form of the denominator which is chosen,

R, V. Cook
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Qo Oroups of scholars currently working at Rand are carrying out a study
of Russian derivational morphology.

I. Rand Corporation is studying Russian from the viewpoint of word-formation
processes,

N. A group study of Russia has been brought to the attention of scholars,

word n e cluster numbers (Hartrampf + additions)
| group | 3 «87 | 146K, 86, 1467
scholar | 2 o | 116, 117
work | 11 | .55 144B, 45, 46B, 31, 13, 1264, 13B, 132D, 144E, 147t. 8
ocurrent 5 78 79, 16, 113, 2, 148E
Rand 1 1 Rand
earry 5 .78 2h4, 50, 132D, 24E, 2u4H
study L «80 116, 100B, 114, 119E
morphology 1 1l 83
derive 4 .80 oA, 49B, 115, 55B
Russia 1 1 Russia
Corporation 2 o 146K, 146A
viewpoint | 1 1 | a3
process 1 1l 132D
[ word-form 1 1 83
'
bring 1 1 242

attend 10 «58 111, 114, 119G, 38, 119E, 54, 24A, 46B, 118, 146K
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